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The Problem: Certain posts violate Facebook policies regarding hate speech, disinformation, etc.  There are way too many posts for humans to validate posts before they can appear, so the vast majority of posts must be handled automatically (see a survey on the topic).  What policies are both equitable and implementable by computer?

Why Is It Important: Recent history confirms the risks to the public of the use of social media to promulgate lies, opposition to sound medical advice, and many other dangers.  But easy solutions to those problems create risks of trampling on principles of free speech and/or slanting posts to fit a political agenda, among other risks.

What is Available: The Hateful Memes dataset from Facebook. It's a set of multimodal memes (image with some text alongside) and the question is whether the meme is hateful. It's a hard problem because each of the text and the image can be benign, but it's the combination of the two that makes it interesting.  Alon Halevy, an AI researcher at Facebook, who is directly involved in these issues, is willing to mentor one team working on the project.

What Constitutes Success:  A successful project would present policy options, coupled with a study of the feasibility of each, from the points of view: legality, equity, computational feasibility, and possibly other issues. Another type of insight includes mining common patterns in memes that, if implemented by an algorithm, could yield additional recall for hateful memes. 

Note: We only have facilities for one team working on this project, so please do not be disappointed if you are not selected.
