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Daniel Boley and Gene H. Golub

0. Introduction.

In this paper, we present a survey of some recent results regarding direct methods for solving certain symmetric inverse eigenvalue problems. Inverse eigenvalue problems have been of interest in many application areas, including particle physics and geology, as well as numerical integration methods based on Gaussian quadrature rules [14]. Examples of applications can be found in [11], [12], [13], [24], [29]. For example, in [11] the problem is to compute the values of the masses, lengths, and spring constants for a mass-spring system, given only certain spectral data. This leads directly to a problem addressed in this paper of generating a pentadiagonal matrix from spectral data.

Much of the motivation for the problems discussed in this paper came about from an interest in the inverse Sturm-Liouville problem. Frequently, the matrix approximation to the Sturm-Liouville operator is tridiagonal matrix. There are many similarities between the matrix problems and the continuous problems, but numerical evidence demonstrates that the solution to the matrix problem is not a good approximation to the continuous one (cf [23]).

Much of the basic theory of existence and uniqueness of the solutions for Jacobi matrices was developed in [21] and [20]. These papers also present reconstruction algorithms based on the characteristic polynomials of the matrices and/or moments of functions of these polynomials. The paper [20] also has several illustrative physical examples.

The problems we discuss in this paper are those of generating a symmetric matrix, either Jacobi, banded, or some variation thereof, given only some information on the eigenvalues of the matrix itself and some of its principal submatrices. Thus, the matrix problems considered here are of a highly structured form, and as a consequence we are able to construct algorithms to solve these problems in a finite number of steps. General matrix inverse eigenvalue problems have recently been considered in [10], and the algorithms for such problems are of an iterative nature. In this paper, we attempt to bring together several recent methods developed to solve these structured inverse eigenvalue problems, which have been proposed with the specific aim of being numerically stable and reasonably efficient.

All the methods we will discuss consist of two major parts: In the first part, we start with the given initial eigenvalue data and then compute a certain set of intermediate data consisting of a vector or several vectors. In the second part, an algorithm which has been classically used for reducing a general matrix to a structured form is used here to generate the desired structured matrix. In this paper we emphasize the modularity of the methods in that there is a choice of several different methods to carry out each part.

We begin with several mathematical results which are the foundation of all the methods presented in the paper. We then present methods to solve several inverse eigenvalue problems of various sorts, starting with Jacobi matrices and leading to banded matrices, periodic matrices and other special problems. Note that all the matrices mentioned in this paper are symmetric, with the exception of the transformation matrices which are generally orthogonal. The numerical stability of the methods is assured because we depend exclusively on orthogonal transformations for the generation of the matrix solutions, with the exception of the Lanczos-based schemes whose stability is enhanced under re-orthogonalization (see e.g. [25]). Numerical results are not presented here, but can be found in, for example, [4], [1], [2], [7].
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1. Preliminary Theory

In order to present the methods of this paper in a concise way, it is useful to give some preliminary results which play a fundamental role throughout the rest of the paper. These results consist of some preliminary constructions which appear as intermediate steps in the course of the various algorithms discussed.

1.1. Bordered Diagonal Matrices

The first problem we discuss is the construction of a certain matrix having some given eigenvalue properties. Specifically, given the set of eigenvalues \( \{ \lambda_i \}^n \) and the set of distinct eigenvalues \( \{ \mu_i \}_{i=1}^{n-1} \) which satisfy an interlacing property

\[
\lambda_i \geq \mu_i \geq \lambda_{i+1}, \quad i = 1, \ldots, n-1, \tag{1.1}
\]

we wish to construct a bordered diagonal matrix \( A \) of the form

\[
A = \begin{bmatrix}
a_{11} & b^T \\
b & \mathcal{A}
\end{bmatrix}
\]

where \( A \) has eigenvalues \( \{ \lambda_i \}^n \) and \( M = \text{diag}(\mu_1, \ldots, \mu_{n-1}) \), and \( \mathcal{B} = (\delta_1, \ldots, \delta_{n-1})^T \) is an \( (n-1) \)-vector. It is easily shown that

\[
a_{11} = \text{trace}(A) - \text{trace}(M) = \sum_{i=1}^n \lambda_i - \sum_{i=1}^n \mu_i. \tag{1.3}
\]

By expanding the determinant, the characteristic polynomial of \( A \) may be written as

\[
\det(\lambda I - A) = (X-\cdot 0_{11}) \prod_{j=1}^{n-1} (\lambda - \mu_j) - \sum_{k=1}^{n-1} \delta_k^2 \left( \prod_{j=1}^{n-1} (\lambda - \mu_j) \right). \tag{1.4}
\]

Setting \( \lambda = \mu_1, \ldots, \mu_{n-1} \) and solving the \( (n-1) \) equations for the \( \delta_i^2 \) yields

\[
\delta_i^2 = -\frac{\prod_{j=1}^{n} (\mu_i - \lambda_j)}{\prod_{j=1, j \neq i}^{n-1} (\mu_i - \mu_j)} \geq 0, \tag{1.4}
\]

thus completely defining \( A \). The non-negativity condition in (1.4) is guaranteed by the interlacing property (1.1).

Once \( A \) (1.2) has been computed, it is easy to show the existence of a tridiagonal matrix \( J \) which also satisfies the eigenvalue conditions, namely that \( J \) have eigenvalues \( \{ \lambda_i \}^n \) and the \( (n-1) \times (n-1) \) lower principal submatrix \( J' \) have eigenvalues \( \{ \mu_i \}_{i=1}^{n-1} \). We denote the elements of \( J \) as

\[
J = \begin{bmatrix}
a_{11} & b_1 & & 0 \\
b_1 & a_2 & & \\
& \ddots & \ddots & \ddots \\
0 & & 0 & a_{n-1} & b_{n-1} \\
& & & b_{n-1} & a_n
\end{bmatrix}. \tag{1.5}
\]

Conceptually, the easiest way to generate such a \( J \) (though not necessarily the best way from a computational standpoint) is to first construct the matrix \( A \) above (1.2), and then to use Householder transformations (cf [28] [16]) to reduce it to tridiagonal form in the manner of TRED2 [8]. The similarity transformations applied in this way have the form
where $\mathbf{0}$ denotes a zero vector, and hence the transformations preserve the eigenvalues of both the whole matrix and the first lower principal submatrix. Though this method does produce the desired tridiagonal matrix $J$, it does not take advantage of any special structure present in the matrix $A$. In Section 2, we will discuss efficient computational schemes for generating the matrix $J$. The resulting $J$ will be related to $A$ by (1.6).

(1.6)

\[
\begin{bmatrix}
1 & 0 \\
0 & \mathcal{Q}
\end{bmatrix}
A
\begin{bmatrix}
1 & 0 \\
0 & \mathcal{Q}^T
\end{bmatrix}
= \begin{bmatrix}
a_{11} & b_1; e_1 \\
b_1; e_1^T & J
\end{bmatrix} = J.
\]

From (1.6), it is evident that the matrix $\mathcal{Q}$ is the matrix of eigenvectors of $J$, and that the first row $x_1^T$ of $\mathcal{Q}$ satisfies

\[
\mathbf{b} = b_1 x_1; \text{ and } ||\mathbf{b}|| = b_1.
\]

That is, $\mathbf{b}$ is the (scaled) first row of the matrix of eigenvectors of $J$. We summarize this in Proposition 1.

(a) If we have two sets of eigenvalues $\{\lambda_i\}_{1}^{n}$ and $\{\mu_i\}_{1}^{n-1}$ satisfying (1.1) with the $\mu_i$’s simple, then there exists a bordered diagonal matrix $A$ whose eigenvalues are $\{\lambda_i\}_{1}^{n}$ and whose first lower principal submatrix $\mathcal{M}$ has the form $\mathcal{M} = \text{diag}(\mu_1, \ldots, \mu_{n-1})$. One such bordered diagonal $A$ is given by (1.2), whose elements are defined by (1.3) (1.4).

(b) Under the same conditions, there exists a tridiagonal matrix $J$ whose eigenvalues are $\{\lambda_i\}_{1}^{n}$ and whose first lower principal submatrix $\mathcal{M}$ has eigenvalues $\{\mu_i\}_{1}^{n-1}$.

(c) Given a tridiagonal matrix $J$ having eigenvalues $\lambda_i$ and whose first lower principal submatrix $\mathcal{M}$ has distinct eigenvalues $\mu_i$, a scalar multiple of the first row $x_1^T$ of the matrix of eigenvectors of $\mathcal{M}$ satisfies the formula (1.4).

Proof: Parts (a) and (b) follow from the previous discussion. Part (c) follows by reversing the construction: starting with $J$, defining $A$ by (1.6) and then noticing that the entries of the resulting $A$ must satisfy (1.3) (1.4).

Part (c) of this proposition says that we can compute the first row of the matrix of eigenvectors of $J$ from the eigenvalue data, without knowing $J$ at all! To do this, we compute $\mathbf{b}$ by (1.4) and then scale it to have norm 1.

1.2. Leading Entries of the Eigenvectors

In Proposition 1, we gave a formula for the leading entries of the eigenvectors for the $(n-1) \times (n-1)$ submatrix of a tridiagonal matrix. In this section, we derive a similar formula for the leading entries of the eigenvectors for the main $n \times n$ matrix using the same initial data. In this case, however, the formulas does not require that the matrix be tridiagonal. Specifically, we show how to compute the first row $(q_{11} \cdots q_{1n})$ of the matrix $Q$ of eigenvectors of an arbitrary symmetric matrix $A$, given only eigenvalue data. We assume there exists a symmetric matrix $A$ which is unknown, but which has eigenvalues $\lambda_i$ and whose $(n-1) \times (n-1)$ lower principal submatrix $\overline{A}$ has eigenvalues $\mu_i$. In addition, we must assume that the $\{\lambda_i\}$ and $\{\mu_i\}_{1}^{n-1}$ satisfy the interlacing property (1.1) and that each set is distinct. In this case, however, we will see that the formulas will not require that the matrix be tridiagonal. With these conditions we construct the first row $(q_{11} \cdots q_{1n})$ of $Q$ by considering the stationary values of

\[
x^T A x
\]

subject to $x^T x = 1$; $x^T c = 0$.

(1.8)

where $c$ is some vector with $c^T c = 1$. In [15] it was shown that if the stationary values of (1.8) are prescribed to be the $\mu_i$’s, then the entries of the vector $d = Q T c$ satisfy

\[
d_i^2 = \frac{\prod_{j=1}^{n-1} (\mu_j - \lambda_i)}{n}.
\]

(1.9)
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If we use \( c = e_i = (1,0, \ldots, 0)^T \) then the stationary values of (1.8) are precisely the eigenvalues of \( \tilde{A} \), and the vector \( d \) is the first column of \( Q^T \). So we have the formula for the first row of \( Q \):

\[
q_{1i} = \frac{\prod_{j=i}^{n-1} (\mu_j - \lambda_i)}{\prod_{j=1}^{n} (\lambda_j - \lambda_i)}.
\]

We can summarize these results in

**Proposition 2.** (a) If we are given the distinct eigenvalues \( \{ \lambda_i \}_1^n \) and the first row \( (q_{11} \cdots q_{1n}) \) of the matrix \( Q \) of eigenvectors of an arbitrary real symmetric matrix \( A \), partitioned as

\[
A = \begin{bmatrix}
q_{11} & \cdots & v_1
\end{bmatrix}
\]

where \( A \) is \( n \times n \) and \( \tilde{A} \) is \((n-1) \times (n-1)\), then the eigenvalues \( \{ \mu_i \}_{i=1}^{n-1} \) of \( \tilde{A} \) are uniquely determined by the given eigenvalue/eigenvector information, by formula (1.10). The \( \mu_i \)'s are also independent of the choice of signs for the \( q_{1i} \). Furthermore, if \( A \) is also tridiagonal, then \( A \) is entirely uniquely determined up to signs of the off-diagonal elements, again independent of the choice of signs of the \( q_{1i} \).

(b) Conversely, if we are given any symmetric matrix \( A \) whose eigenvalues are \( \{ \lambda_i \}_1^n \) and whose first lower principal submatrix has eigenvalues \( \{ \mu_i \}_{i=1}^{n-1} \), where the eigenvalues are distinct and satisfy (1.1), then the first row \( (q_{11} \cdots q_{1n}) \) of the matrix \( Q \) of eigenvectors of that given matrix \( A \) is given by formula (1.10).

**Proof:** We rewrite (1.10) as

\[
q_{1i} \prod_{j=i}^{n-1} (\lambda_j - \lambda_i) = \prod_{j=1}^{n-1} (\mu_j - \lambda_i) \quad i = 1, \ldots, n .
\]

where \( p_{n-1} = \prod_{j=1}^{n-1} (\mu_j - \lambda) \) is a polynomial in \( \lambda \) of degree \( n-1 \). We have \( n \) values of the polynomial \( p_{n-1} \) at \( n \) different values of \( \lambda \), so the polynomial \( p_{n-1} \), and hence its roots \( \mu_i \), are uniquely determined. The choice of signs of the \( q_{1i} \) is irrelevant since the \( q_{1i} \) appear only in squared form. The uniqueness of \( A \) if \( A \) is tridiagonal follows easily from Theorem 4.1 of Chapter 7 of [28]. Again the signs of \( q_{1i} \) are irrelevant since we can change the sign of any individual eigenvector of \( A \) arbitrarily.

Part (b) follows from the derivation of (1.10) above.

**1.3. Relation to Polynomials**

We can show a close relationship between the two formulas (1.4) and (1.9). Consider the Jacobi matrix \( J \) (1.5), and its lower principal submatrices \( \tilde{J} \) (n -1) \( \times \) (n -1), and \( \tilde{J} \) (n -2) \( \times \) (n -2).

Define the characteristic polynomials

\[
p_n(\lambda) = \det(J - \lambda I), \quad p_{n-1}(\lambda) = \det(\tilde{J} - \lambda I), \quad p_{n-2}(\lambda) = \det(\tilde{J} - \lambda I).
\]

The zeros of the \( p_k \), \( k = n, n -1, n -2 \), are \( \{ \lambda_j \}_1^n \), \( \{ \mu_j \}_{i=1}^{n-1} \), and \( \{ \nu_j \}_{i=1}^{n-2} \), respectively. We may expand the determinant in the definition of \( p_n \) to obtain the relation

\[
p_n(\lambda) = (a_1 - \lambda)p_{n-1}(\lambda) - b_1^2 p_{n-2}(\lambda).
\]

We use this formula to show the close relation between (1.9) and (1.4). Written using the characteristic polynomials, the formula (1.9) can be written as
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\[ [d_j]^2 = -\frac{p_{n-1}(\lambda_j)}{p_{n-1}'(\lambda_j)} \]  

(1.12)

We can use the same formula to express the \((n-1)\)-vector \(\vec{d}\) for the matrix \(J\) in terms of the \(\mu_j\) and \(\nu_j\). If we write the result in terms of polynomials we get

\[ [\vec{d}_j]^2 = -\frac{p_{n-2}(\mu_j)}{p_{n-2}'(\mu_j)} \]  

(1.13)

In the same way, we may write the formula (1.4) for the \((n-1)\)-vector \(\vec{b}\) as

\[ [\vec{b}_j]^2 = \frac{p_n(\mu_j)}{p_n'(\mu_j)} \]  

(1.14)

Note that the formulas (1.12) and (1.13) hold even if \(J\) is not tridiagonal, but that (1.14) holds only for tridiagonal \(J\). The denominators in (1.13) and (1.14) are the same, and the numerators are related by (1.11):

\[ p_n(\mu_j) = -b_j^2 p_{n-2}(\mu_j), j = 1, \ldots, n-1. \]  

(1.15)

since \(p_{n-2}(\mu_j) = 0\). If \(J\) is tridiagonal, then the choice of signs in the square root in formulas (1.13), (1.14) is arbitrary: changing signs is equivalent to changing the sign on the entire corresponding eigenvector of \(J\). So in this case, we can arbitrarily choose all the signs to be non-negative. So we obtain the equivalence in the tridiagonal case:

\[ \vec{b} = \pm b_j \vec{d}. \]  

(1.16)

Since (1.14) was derived strictly in terms of determinants, this gives an independent derivation of the formula (1.13) strictly in terms of determinants. Since \(\|\vec{b}\| = 1\) from (1.7), this implies that \(\|\vec{d}\| = 1\). Furthermore, any \((n-1) \times (n-1)\) matrix \(A\) having eigenvalues \(\mu_j\) and whose first lower principal submatrix \(A\) has eigenvalues \(\nu_j\) must be related to any other matrix satisfying the same conditions by similarity transformations of the form

\[ \begin{bmatrix} 1 & 0 \\ 0 & X \end{bmatrix} ((n-1) \times (n-1)). \]

Applying such transformations leaves unchanged the first components of the eigenvectors of \(A\), so that the first row of the matrix of eigenvectors is the same (up to signs) for all such matrices. This shows in an independent way that the formula (1.13) holds for all symmetric matrices, not just tridiagonal ones. Conversely, this yields an independent derivation of (1.4) based on the use of problem (1.8) to derive (1.9).

By carrying out a similar development using an \((n+1) \times (n+1)\) tridiagonal matrix, one can obtain a similar derivation for the vector \(\vec{d}\) (1.9). Finally, we note that the polynomials we have defined are part of a sequence of orthogonal polynomials. We review a few of the close relationships between the polynomials, the eigenvectors of the Jacobi matrix \(J\), and Gaussian Quadrature from [7][14]. It is well known that if the polynomials \(p_0(x), p_1(x), \ldots\) are mutually orthogonal with respect to the inner product

\[ \int_\Omega p_i(x)p_j(x)w(x)\,dx, \]  

(1.17)

where \(w(x)\) is a positive weight function over the interval \(\Omega\), then one can determine weights \(w_i \geq 0\) such that the Gauss Quadrature Formula

\[ \int_\Omega f(x)w(x)\,dx = \sum_{i=1}^n w_i f(\lambda_i) \]  

(1.18)

is exact if \(f\) is any polynomial of degree up to \(2n-1\), where the \(\{\lambda_j\}_1^n\) are the roots of \(p_n\). We assume that the weights are scaled so that

\[ \int_\Omega w(x)\,dx = \sum_{i=1}^n w_i = 1. \]  
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In this case, the \( \{ w_i \}_1^n \) are known \([14]\) to be the squares of the first components of the normalized eigenvectors of \( J \), that is (in the notation of \((1.10)\))

\[
  w_i = q_i^2, \quad i = 1, \ldots, n. \tag{1.19}
\]

If in \((1.18)\) we let \( f(z) = z^k, \ k = 0, \ldots, n - 1 \), we obtain the first \( n \) moments

\[
  m_k \equiv \int_{\Omega} z^k \, w(z) \, dz = \sum_{i=1}^{n} w_i \lambda_i^k. \tag{1.20}
\]

All these relationships are fully explored and derived in \([14]\) and \([7]\).

1.4. Lanczos Algorithms

A fundamental procedure that will be needed is the Lanczos Algorithm, used to actually generate the desired matrices. In this paper, we use two flavors of the Lanczos Algorithm, the ordinary scalar version and the “block” version. The Lanczos Algorithm has been used more often to reduce symmetric matrices to tridiagonal form in order to solve for their eigenvalues. In this paper, we use a variation of it to solve the inverse eigenvalue problem.

The “scalar” Lanczos Algorithm is a process that reduces any symmetric matrix to tridiagonal form, starting with the given matrix and a certain starting vector of unit length. It has been discussed extensively elsewhere (cf \([16]\) and references therein), and we present here a summary of the process.

**Algorithm 1. - Lanczos Algorithm.** Given a symmetric matrix \( A \) and \( x_1 \), with \( x_1^T x_1 = 1 \), compute a Jacobi matrix \( J \) \((1.5)\) and an orthogonal matrix \( X = [x_1 \ldots x_n] \) such that \( A = XJX^T \).

1. begin
2. set \( a_1 := x_1^T A x_1 \)
3. for \( i = 1, \ldots, n - 1 \) do
4.   begin
5.     if \( i = 1 \) then \( t_1 := A x_1 - x_1 a_1 \)
6.     else \( z_i := A x_i - x_i a_i - x_{i-1} b_{i-1} \)
7.     compute \( x_i^T + j_i b_i \) so that \( x_{i+1}^T + j_i b_i = z_i \), \( x_i^T + j_i b_i = 1 \)
8.     set \( d_{i+1} := x_{i+1}^T A x_{i+1} \)
9.   end
10. end

This algorithm is based on the idea of alternately using the formulas

\[
  J = X^T A X, \quad X J = A \quad \text{and} \quad (1.21)
\]

and to step by step fill in all of \( J \) and \( X \) (see e.g. \([4]\)) starting with \( A \) and the first column \( x_1 \) of \( X \). This way to reduce a matrix to tridiagonal form is an alternative to the use of Householder Transformations, but in many situations, numerical stability is enhanced by re-orthogonalizing the vector \( z_i \) computed at each pass through step 4 against all the previously computed \( x \) vectors (see e.g. \([16]\)).

If at any stage the vector \( z_i \) is zero, then it must be replaced by an arbitrary unit vector orthogonal to all the previous \( x \) vectors, and the corresponding \( b_i \) in step 5 must be set to zero. If the eigenvalues \( \{ \lambda_i \}_1^n \) are all distinct, and the initial vector \( x_1 \) is not orthogonal to any eigenvector of \( A \), then this situation cannot occur, and the Jacobi matrix \( J \) that results from the algorithm will be unique up to the signs of the off-diagonal elements \([25]\).

The Lanczos Algorithm, as stated, takes \( O(n) \) floating point operations for each pass through the loop (steps 4, 5). So the total work is \( O(n^3) \). However, the cost of the re-orthogonalization step is about \( O(n^2) \) in each pass through step 4, so that with re-orthogonalization the overall cost is about \( O(n^3) \).
The Block Lanczos Algorithm is an extension of the scalar Lanczos Algorithm which generates banded matrices. Specifically, the Block Lanczos Algorithm starts with an \( n \times n \) symmetric matrix \( A \) and \( p \) orthonormal starting vectors \( x_1, \ldots, x_p \), where \( n = ps \) for some integer \( s \). The Algorithm then generates a block tridiagonal matrix \( J \) with \( p \times p \) blocks, as well as computing a complete set of \( n \) orthogonal vectors \( Q = X^T \) as in the scalar Lanczos Algorithm (Algorithm 1.). We write the matrix of generated orthogonal columns as

\[
X = [X_1, \ldots, X_s], \text{ where } X_1 = [x_1, \ldots, x_p].
\]  

(1.22)

and the generated \( n \times n \) matrix \( J \) as

\[
J = \begin{bmatrix}
H_1 & B_1^T \\
B_1 & H_2 & 0 \\
& \ddots & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
& & & \ddots & B_{r-1}^T \\
& & & & \ddots & B_r \\
& & & & & H_{r-1}
\end{bmatrix}
\]  

(1.23)

The matrices \( H_i \) are symmetric, and the \( B_i \) are upper triangular, so that the entire matrix \( J \) has \( 2p + 1 \) bands. We say that \( J \) has half-bandwidth \( p \), meaning that \( J \) has \( p \) bands below the main diagonal, so that \( p = 1 \) for a tridiagonal matrix.

As in Algorithm 1, this method consists of alternately using the formulas

\[
X^T AX = J \quad \text{and} \quad AX = X J
\]

to compute the individual blocks of \( J \) and \( X \) one at a time. The specific algorithm is as follows:

Algorithm 4. - Block Lanczos Algorithm. Given a symmetric \( A \) and the vectors \( X_1, \ldots, X_p \), with \( X_i^T X_i = I \), compute an \( n \times n \) block tridiagonal matrix \( J \) (1.23) and an orthogonal matrix \( X = [X_1 \cdots X_s] \) (1.22) such that \( A = X J X^T \). Each block \( H_i \) and \( B_i \) is \( p \times p \). The \( H_i \) will be symmetric, and the \( B_i \) will be upper triangular.

1. begin
2. set \( H_1 := X_1^T A X_1 \)
3. for \( i = 1, \ldots, s-1 \) do
   begin
   4. if \( i = 1 \) then
      begin
      set \( Z_1 := AX_1 - X_1 H_1 \)
      else
      set \( Z_i := AX_i - X_i H_i - X_{i-1} B_{i-1}^T \)
   end
   5. compute \( X_{i+1}, B_i \) such that
      \[
      \begin{align*}
      X_{i+1} B_i &= Z_i \\
      X_{i+1}^T X_{i+1} &= I_p \times p \\
      B_i & \text{ is } p \times p \text{ upper triangular}
      \end{align*}
      \]
   6. set \( H_{i+1} := X_{i+1}^T A X_{i+1} \)
   end

Step 5 can be carried out by using either a modified Gram-Schmidt procedure, or using an QR-decomposition algorithm ([16], [22] routine SQRDC). In case the matrix \( Z_i \) is rank deficient, one must choose the columns of \( X_{i+1} \) so that \( X_{i+1}^T X_{i+1} = I_p \times p \) still holds and so that \( X_{i+1} \) is still orthogonal to all previous columns \( X_1, \ldots, X_i \), absorbing the rank-deficiency into \( B_i \). Beyond
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this requirement, one can choose the columns of $X_i$ arbitrarily.

We note that this algorithm reduces almost exactly to Algorithm 1 in the case that $p = 1$.

In the context of the methods in this paper, the Lanczos algorithms are used in a somewhat unusual way. In all cases, we wish to generate matrices $J$ with certain prescribed eigenvalues $\{\lambda_i\}_{i=1}^n$. Hence, the “starting matrix” $A$ that we typically use in this situation is one guaranteed to have the given eigenvalues $\lambda_i$, namely $A = \text{diag}(\lambda_1, \ldots, \lambda_n)$. In this special case, the matrix $X$ generated by the Lanczos process is exactly the transpose of the matrix of eigenvectors of the generated matrix $J$, and the $p$ starting vectors $x_1^T, \ldots, x_p^T$ are exactly the first $p$ rows of this eigenvector matrix. In this context, the scalar Lanczos Algorithm becomes a method that generates a tridiagonal matrix, given its eigenvalues and the first row of its eigenvector matrix, and the Block Lanczos Algorithm becomes a method that generates a banded matrix with half-bandwidth $p$, given its eigenvalues and the first $p$ rows of its eigenvector matrix.
2. Jacobi Matrices.

In this section we introduce the basic techniques used throughout this paper by discussing
methods for the classical problem of reconstructing a Jacobi matrix (1.5):

\[ J = \begin{pmatrix}
    a_1 & b_1 & 0 & \cdots & 0 \\
    b_1 & a_2 & 0 & \cdots & 0 \\
    0 & \ddots & \ddots & \ddots & \ddots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & a_{n-1} & b_{n-1} \\
    b_n & \cdots & 0 & 0 & a_n
\end{pmatrix} \]

given its-eigenvalues \( \{\lambda_i\}_{i=1}^n \) and the eigenvalues \( \{\mu_i\}_{i=1}^{n-1} \) of the \((n - 1) \times (n - 1)\) lower principal sub-
matrix \( J \) of \( J \). In the following, we will refer to this reconstruction problem as Problem J.
These methods have varying requirements on the \( \lambda_i, \mu_i \), but in general we will assume they
interlace as in (1.1). In some cases, we will need to assume that every eigenvalue be simple,
whereas in others we will also need a strict interlacing property, in which the inequalities in (1.1)
are strict.

2.1. Method 1 - Lanczos.

This method is based on [7] [2]. The goal is to construct the first row of the eigenvector
matrix \( Q \) of \( J \) from the given eigenvector data, and then use the Lanczos algorithm, suitably
modified, to construct \( J \).

From part (b) of Proposition 2, we know that the first row \( (q_{11}, \ldots, q_{1n}) \) of \( Q \) is deter-
dined by the given eigenvalue data and can be computed by formula (1.10). It remains to show
how this information can be used to generate \( J \).

To generate the tridiagonal matrix \( J \), we next apply the Lanczos Algorithm (Algorithm 1),
suitably modified. To see how this is done, recall that the Lanczos Algorithm computes a tri-
diagonal matrix \( J \) orthogonally similar to the original starting matrix \( A \). The matrix \( A \) and the
first column of the transformation \( X \) relating \( J \) and \( A \) (1.21) forms the required input data for
the algorithm. For the current problem, we set the starting matrix to be \( A = A = \text{diag}(\lambda_1, \ldots, \lambda_n) \), and the starting vector to be the vector \( x_1 = d \) defined by (1.9). It then follows from (1.21) that the generated matrix \( J \) will have eigenvalues \( \lambda_1, \ldots, \lambda_n \) and
eigenvectors \( X^T \). Hence by part (a) of Proposition 2, the matrix \( J \) must solve Problem J.

When the starting matrix in the Lanczos Algorithm is diagonal, the matrix-vector products
takes only \( O(n) \) time, instead of \( O(n^2) \) time in the general case. Hence the Lanczos Algorithm
takes \( O(n) \) floating point operations for each pass through the loop (steps 4, 5). So the total
work is \( O(n^3) \). However, as noted above, to maintain numerical stability, one must re-
orthogonalize the \( x_i \) produced in step 4, increasing the overall cost to about \( O(n^4) \).

12.2. Method 2 - Orthogonal Reduction.

This method is based on ideas of [1] and of [30]. The idea is to first construct a bordered
diagonal matrix \( A_{\text{aug}} \) with the same information that was needed for Method 1: i.e. the eigen-
values \( \lambda_i \) and the first row \( d^T \) of the matrix of eigenvectors. Then we reduce this matrix to tri-
diagonal form using orthogonal (Householder) transformations that do not affect this eigen-
structure.

In this method, we form the following augmented \((n + 1) \times (n + 1)\) bordered diagonal matrix

\[ A_{\text{aug}} = \begin{bmatrix}
    a_{10} & 1 \\
    d^T & \mathbf{0}
\end{bmatrix}, \tag{2.1}
\]

where \( a_{10} \) is a dummy entry, \( d \) is the \( n \)-vector of weights defined by (1.9), and
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\[ \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \]. The idea of this method is to use a reduction scheme that reduces \( A_{\text{aug}} \) to tridiagonal form by computing a series of Householder transformations of the form

\[
\begin{bmatrix}
1 & 0^T \\
0 & X
\end{bmatrix}
\]

where \( X = [x_1 \ldots x_n] \) is an orthogonal matrix, and 0 represents the zero vector. This method is the same as that used to reduce the \( n \times n \) bordered diagonal matrix (1.2) to tridiagonal form, mentioned in the discussion leading up to Proposition 1. The resulting tridiagonal form will be related to \( A_{\text{aug}} \) by

\[
\begin{bmatrix}
1 & 0^T \\
0 & Q
\end{bmatrix}
\begin{bmatrix}
d_0 & d_1 \\
d_1 & \Lambda
\end{bmatrix}
\begin{bmatrix}
1 & 0^T \\
0 & Q^T
\end{bmatrix}
\begin{bmatrix}
a_{oo} & b_0 e_1 \\
b_0 e_1^T & J
\end{bmatrix}
= J_{\text{aug}},
\tag{2.2}
\]

where \( Q \) is an orthogonal matrix. It is clear from (2.2) that \( Q \) is exactly the matrix of eigenvectors of the resulting \( J \). If we denote the first row of \( Q \) by \( x_1^T \), it is also clear from (2.2) that

\[
d = Q^T b_0 e_1 = b_0 x_1.
\tag{2.3}
\]

Since \( ||x_1|| = 1 \), this formula, with (1.9) (1.10), defines the value \( b_0 = \pm 1 \). Hence by Proposition 2, the generated matrix \( J \) must solve Problem J.

The reduction algorithm used here based on Householder transformations is essentially the same as that described in detail in ([28], pp.334ff). It also appears in [8] under the name TRED2, where it is used during the solution of the ordinary symmetric eigenvalue problem to carry out the initial reduction to tridiagonal form. This method takes about \( O(n^3) \) operations (see e.g. [16]).

We conclude this section by noting that during this reduction by orthogonal transformations, we have preserved two sets of eigenvalues: those of \( A_{\text{aug}} \) transformed to \( J_{\text{aug}} \) and those of \( A \), transformed to \( J \). We have started with exactly the same information as for Method 1 (based on the Lanczos Algorithm) and computed the same intermediate vector of data \( d \).

2.3. Method 3 – Fast Orthogonal Reduction.

The bordered diagonal matrix is a matrix of a very special form, and it is not surprising to discover that one can reduce such a matrix to tridiagonal form using a scheme that is faster than the method based on Householder transformations described above. In this section, we present such a method which takes only \( O(n^2) \) operations. This method, noticed by Gragg [17], is based on a reduction scheme of Rutishauser [26]. This method is applied on the same matrix (2.1) as the previous method based on Householder transformations and consists of applying a certain sequence of orthogonal plane rotations in a very particular order.

To explain the process, we need to describe a basic step which is used as the basis for the complete reduction. The basic step consists of reducing the half-bandwidth by 1 band of a \( k \times k \) matrix of the form

\[
H =
\begin{bmatrix}
a_{11} & b_1 & 0^T & d_1 \\
b_1 & a_{22} & b_2 e_1^T & d_2 \\
0 & b_2 e_1 & 0 & T \\
d_1 & d_2 & 0^T & d_k
\end{bmatrix}
\tag{2.4}
\]

where \( T \) is a (possibly empty) \((k-3) \times (k-3)\) tridiagonal matrix, and \( e_1 \) is the \( k\)-vector \([1,0,\ldots,0]^T \). Note the matrix \( H \) is tridiagonal, except that the last row and column have a special form. We define the orthogonal plane rotation \( R \) between rows 2 and \( k \):

\[
R =
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\tag{2.5}
\]

\[ 2-2 \]
where c , s are chosen to annihilate the \( d_1 \) in position \( k, l \) of \( H \) in (2.4), i.e. choose
\[
\sigma = \sqrt{b_1^2 + d_1^2}, \\
c = \frac{1}{\sigma}, \\
s = d_1/s.
\]

If we apply \( R \) (2.5) as a similarity transformation to (2.4) we obtain a matrix
\[
\tilde{H} = RHR^T = \begin{bmatrix}
\alpha_1 & \sigma & 0^T \\
\sigma & \tilde{A}_2 & \tilde{b}_2e_1^T \\
0 & \tilde{b}_2e_1^T & \tilde{d}_2 \\
0 & \tilde{d}_2 & \tilde{d}_3e_1^T \\
\end{bmatrix}
\]
(2.6)
where the entries have the values:
\[
\tilde{a}_2 = \frac{b_1^2a_2 + 2b_1d_1d_2 + d_1^2d_k}{\sigma^2},
\tilde{b}_2 = \frac{b_1b_2}{\sigma},
\tilde{d}_2 = d_2 + \frac{b_1d_1}{\sigma^2}(d_k - a_2),
\]
\[
\tilde{d}_3 = \frac{b_1^2d_k - 2b_1d_1d_k + d_1^2d_2}{\sigma^2},
\]
\( \sigma \) has the value defined above, and the entries \( \tilde{a}_1, \tilde{T} \) are unchanged. In this fashion, we have reduced the half-bandwidth by 1 in a constant number of operations independent of \( k \).

In order to further reduce the bandwidth, we re-partition \( \tilde{H} \) to obtain the form
\[
\tilde{H} = \begin{bmatrix}
\alpha_1 & \sigma e_1^T \\
\sigma e_1 & \tilde{H}
\end{bmatrix}
\]
(2.7)
where \( \tilde{H} \) is a \((k - 1) \times (k - 1)\) matrix of the same form as \( H \) of (2.4):
\[
\tilde{H} = \begin{bmatrix}
\tilde{a}_1 & \tilde{b}_1 & 0^T & \tilde{d}_1 \\
\tilde{b}_1 & \tilde{a}_2 & \tilde{b}_2e_1^T & \tilde{d}_2 \\
0 & \tilde{b}_2e_1^T & \tilde{T} & 0 \\
\tilde{d}_1 & \tilde{d}_2 & 0^T & \tilde{d}_{k-1}
\end{bmatrix}
\]
At this point, \( \tilde{H} \) is tridiagonal except for the last row and column, which have the same structure as \( H \) in (2.4). Since \( \tilde{H} \) comes from just a re-partitioning (2.7) of \( H \), we can write the correspondence between the labels for the individual elements in \( \tilde{H} \) and the labels for the same elements in \( H \):
\[
\tilde{a}_1 = \tilde{a}_2, \\
\tilde{a}_2 = a_3 \text{ (part of the unchanged } T)\text{ matrix),} \\
\tilde{b}_1 = \tilde{b}_2, \\
\tilde{b}_2 = b_3 \text{ (part of the unchanged } T)\text{ matrix),} \\
\tilde{d}_1 = \tilde{d}_2, \\
\tilde{d}_2 = d_3, \quad \tilde{d}_{k-1} = d_k, \\
\tilde{T} = \text{ the } (k-4) \times (k-4) \text{ lower principal submatrix of } T.
\]
We can now “recursively” apply this same operation on the \((k - 1) \times (k - 1)\) matrix \( \tilde{H} \) to obtain an orthogonal plane rotation \( \tilde{R} \) which reduces the half-bandwidth of \( \tilde{H} \) by 1. That is, the \( k \times k \) plane rotation
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\[ P = \begin{pmatrix} 1 & 0 \\ \ast & R \end{pmatrix} \]

transforms the \( k \times k \) matrix \( H \) to the following matrix of half-bandwidth 2:

\[ PHP^T = H^{(2)} = \begin{bmatrix} a_1 & \sigma & 0^T \\ \sigma & \tilde{a}_2 & \tilde{b}_2 e_1^T \\ 0 & \tilde{b}_2 e_1 & \tilde{H}^{(2)} \end{bmatrix} = \begin{bmatrix} H^{(2)} & \delta_j e_1^T \\ \delta_j e_1 & \tilde{H}^{(2)} \end{bmatrix} \]

where \( \tilde{H}^{(2)} \) again has the same structure as \( H \) in (2.4), and \( H^{(2)} \) is a \( 2 \times 2 \) matrix. After \( j \) steps of this process, we will have a matrix \( H^{(2)} \) which will have a \( j \times j \) tridiagonal part in the upper left corner and a \( (k-j) \times (k-j) \) part in the lower right corner.

After \( k-2 \) such steps, the part with the form (2.4) in the lower right corner (corresponding to \( H \) in (2.7)) will be reduced to size \( 2 \times 2 \), and hence will be tridiagonal. In summary, our algorithm is:

**Algorithm 2.** Given a \( k \times k \) matrix \( H \) of the form (2.4), orthogonally reduce it to tridiagonal form \( J^{(k)} := S^{(k)} H S^{(k)} \), where the orthogonal transformations are accumulated into \( S^{(k)} \).

1. begin
2. if \( k = 2 \) then set \( S^{(k)} := I_{k \times k} ; \) set \( J^{(k)} := H ; \) return.
3. compute plane-rotation \( R \) between planes 2 and \( k \) defined by (2.5).
4. compute \( H \) defined by (2.6).
5. Partition \( H \) as in (2.7), to obtain the \( (k-1) \times (k-1) \) lower right submatrix \( \tilde{H} \).
6. Recursively apply this algorithm to \( \tilde{H} \). The result is a \( (A-1) \times (k-1) \) tridiagonal matrix \( J^{(k-1)} \), and a \( (k-1) \times (k-1) \) orthogonal matrix \( S^{(k-1)} \) consisting of the accumulated transformations, such that \( J^{(k-1)} = S^{(k-1)} H S^{(k-1)} \).
7. Accumulate the orthogonal transformations, i.e.

\[ \text{set } S^{(k)} := \begin{bmatrix} 1 & 0 \\ 0 & S^{(k-1)} \end{bmatrix} R. \]

8. Set \( J^{(k)} := S^{(k)} H S^{(k)} T \).
end.

We note that in step 8., we have the identity

\[ J^{(k)} = S^{(k)} H S^{(k)} T = \begin{bmatrix} 1 & 0^T \\ 0 & S^{(k-1)} \end{bmatrix} H \begin{bmatrix} 1 & 0^T \\ 0 & S^{(k-1)} T \end{bmatrix}. \]

This transformation applied to \( H \) has been constructed to have the property that it leaves unchanged the first row and column of \( H \), so that we may form \( J^{(k)} \) by simply replacing the block \( \tilde{H} \) in \( H \) (2.7) with the \( (k-1) \times (k-1) \) matrix \( J^{(k-1)} \), obtaining a tridiagonal matrix.

At each level of recursion in this algorithm, the cost is approximately 30 operations, so the total cost is approximately \( 30k \) operations, ignoring lower order terms in \( k \). Of course, in an actual implementation, one might not use a recursive definition. The recursive definition is used mainly for clarity in that it eliminates the need to use many iteration indices in the description. One can easily convert this recursive definition to an iterative form (see e.g. [27]).

To see how to apply Algorithm 2 to the problem of reducing an \( m \times m \) bordered diagonal matrix \( A \) of the form (2.1) to tridiagonal form, notice that the upper 3X3 principal submatrix of \( A \) is already of the form (2.4), with the third block column and row of (2.4) empty; i.e. the columns and rows occupied by \( T \) are not present. Hence we may apply Algorithm 2 to that 3X3 submatrix, obtaining the matrix \( \tilde{A}^{(i)} \) whose upper 3X3 principal submatrix is tridiagonal. At this stage, the upper 4X4 principal submatrix of \( \tilde{A}^{(i)} \) has the form (2.4), where \( T \) is just a scalar, so
we may apply Algorithm 2 to that 4X4 submatrix, obtaining $A^{(2)}$. We continue in this manner until we reach the bottom row of $A$ after $m-2$ steps. We summarize the method in

Algorithm 3 - Rutishauser. Given an $m \times m$ bordered diagonal matrix $A^{(0)}=A$ of the form (2.1), reduce it to tridiagonal form $J$ by similarity transformations based on orthogonal plane rotations.

\begin{verbatim}
begin
1. Let $S := \text{an } m \times m \text{ identity matrix. (}$ is used to accumulate the transformations$)$. \\
2. For $i = 3, \ldots, m$ do begin \\
3. Apply Algorithm 2 to upper $i \times i$ principal submatrix $A$ of $A^{(i-2)}$, obtaining an orthogonal transformation $S^{(i)}$ and an $i \times i$ tridiagonal matrix $J^{(i)} = S^{(i)} A S^{(i)^T}$. \\
4. Accumulate the orthogonal transformations in $S$, i.e.
   \[
   S := \begin{bmatrix} S^{(2)} & \Theta \\ \Theta & I \end{bmatrix} S,
   \]
   (where $\Theta$ represents the zero matrix). \\
5. Form the next iterate $A^{(i-2)}$ by:
   \[
   A^{(i-2)} := \begin{bmatrix} S^{(i)} & \Theta \\ \Theta & I \end{bmatrix} A^{(i-2)} \begin{bmatrix} S^{(i)^T} & \Theta \\ \Theta & I \end{bmatrix} = \begin{bmatrix} J^{(i)} & e_i v^T \\ ve_i^T & D \end{bmatrix},
   \]
   where $v$ is some $(m-i)$-vector to be further discussed below, and $D$ is an $(m-i) \times (m-i)$ diagonal matrix.
end
6. Set $J := A^{(m-2)}$. \\
   (This matrix $A^{(m-2)}$ is tridiagonal, and the orthogonal transformations have been accumulated into $S$, so that $J = SAS^T$.)
end.
\end{verbatim}

In step 5 at the $i$-th iteration, we have formed $A^{(i-2)}$, whose upper $i \times i$ principal submatrix $J^{(i)}$ is tridiagonal. We also note that all the rotations computed in step 3, in the call to Algorithm 2 involve orthogonal rotations which rotate among the planes $2, \ldots, i$; they specifically do not involve plane 1. Hence the transformation $S^{(i)}$, as well as the accumulated transformation $S$, have the form

\[
\begin{bmatrix} \Theta \\ X \end{bmatrix},
\]

(2.8)

where $X$ is an orthogonal matrix. A consequence of this is that the vector $v$ and diagonal matrix $D$ in, step 5 actually consist of the initial values already in those positions in $A^{(0)}$. We can show inductively that those positions are unchanged by the computation in step 5. We write

\[
A^{(i-2)} = \begin{bmatrix} A & e_i v^T \\ ve_i^T & D \end{bmatrix}.
\]

Then the formula in step 5 yields

\[
A^{(i-2)} = \begin{bmatrix} S^{(i)} A S^{(i)^T} & S^{(i)} e_i v^T \\ ve_i^T S^{(i)^T} & D \end{bmatrix}.
\]

Since $S^{(i)}$ has the form (2.8), the $2,1$ block of $A^{(i-2)}$ satisfies $S^{(i)} e_i v^T = e_i v^T$. Similarly the $1,2$ block is simply $ve_i^T$. So we may conclude that the only block affected by step 5 is the $1,1$ block, and furthermore the contents $J^{(i)}$ of that block was already computed in step 3. Hence step 5 is
essentially free.

The cost of each pass through steps 3-5 of Algorithm 3 is entirely in step 3, that is approximately $3O_i$, so the total cost for $i = 3, \ldots, m$ is approximately $15m^2$, ignoring lower order terms. We note analytically that the $1,1$ element of the matrix $A^{(0)}$ (that is $a_i$ in (2.1)) is untouched and ignored by the entire computation.

### 2.4. Method 4 - Alternative Data.

In this section we describe an alternate way to set up the problem of reconstructing a Jacobi matrix, starting with the same initial data as in Section 2.1, but computing a different vector of intermediate data. This method is from [1] and also follows from a suggestion of [30]. This method does not require that the eigenvalues $\lambda_i, \mu_i$ be mutually distinct. The property (1.1) is sufficient as long as the $\mu_i$'s are simple. The idea is to first construct an $n \times n$ bordered diagonal matrix $A$ with the desired eigenvalues $\lambda_i$ and $\mu_i$ and then to reduce this matrix to tridiagonal form using orthogonal transformations that do not affect this eigenvalue structure.

Specifically, this method consists of first computing the bordered diagonal matrix $A$ defined by (1.2), where the elements of $A$ are defined by (1.3) (1.4). From $A$ we generate the tridiagonal matrix $J$ that solves Problem J. To generate $J$, one may apply either Method 2 or 3 to $A$ instead of $A_{\text{mag}}$. We see now that one can also compute $J$ with this same alternative intermediate data by a scheme based on Method 1. By Proposition 1, we have the first row of the eigenvectors of the submatrix $\tilde{J}$, namely $\tilde{b}/|\tilde{b}|$, where $\tilde{b}$ is defined by (1.4). So we may generate $\tilde{J}$ by using the Lanczos Algorithm, starting with the matrix $A_4$ (1.2) and the vector $\tilde{b}/|\tilde{b}|$. The remaining entries $a_1, b_1$ in $J$ can then be computed from (1.3) and (1.7).

### 2.6. Modularity.

The methods we have described are modular to a certain extent. Each method consists of two parts: in the first part we compute a certain vector of data, and in the second we apply some matrix reduction algorithm to generate the tridiagonal matrix $J$. For each part, we have mentioned several choices of algorithms, and to a certain extent one is free to combine any choice for the first part with any choice for the second part. For the first part, we have mentioned two choices: either one can compute an $n$ vector of weights $d_i, i = 1, \ldots, n$ (1.9) which defines a bordered diagonal matrix (2.1), or one can compute the $n - 1$ vector $\tilde{b}$ (1.4) defining a bordered diagonal matrix $A$ (1.2).

For the second part, we have described three possible algorithms based on, respectively, the Lanczos Algorithm, Householder transformations, and Rutishauser’s fast reduction scheme. The Lanczos Algorithm takes $O(n^2)$ operations, $O(n^5)$ if we carry out re-orthogonalization, which is useful for numerical stability. The algorithm based on Householder transformations takes $O(n^2)$ operations, and the fast reduction algorithm (Rutishauser) takes $O(n^2)$ operations. Both of the latter two algorithms consist of applying a series of orthogonal similarity transformations to the matrix, so there is no problem with numerical stability.

In the rest of this paper, we will describe some generalizations and variations of the basic problem discussed in this section. It will be seen that the Lanczos Algorithm and the Householder reduction scheme can easily be applied to banded and periodic problems.

In this section we extend the methods for Jacobi matrices to the problem of reconstructing band matrices. Before defining the problem, we must first define some notation. In this section we let \( J \) denote a symmetric \( n \times n \) banded matrix with \( 2p + 1 \) bands, \( p \) below the diagonal. We call such a matrix a "\( p \)-banded matrix", and say it has "half-bandwidth \( p \)". Let \( J^{(k)} \) denote the lower \( (n-k) \times (n-k) \) principal submatrix of \( J \), so that \( J^{(0)} = J \), and \( J^{(1)} \) corresponds to \( J \) of Sections 1 and 2. Assume the following identities:

\[
J^{(k)} = \begin{bmatrix} a_{k+1} & b^{(k)} \end{bmatrix}^T, \quad k = 0, \ldots, p-1, \tag{3.1}
\]

and

\[
Q^{(k)} J^{(k)} Q^{(k)} = \Lambda^{(k)}, \quad k = 0, \ldots, p, \tag{3.2}
\]

where \( \Lambda^{(k)} = \text{diag}(\lambda_1^{(k)}, \ldots, \lambda_n^{(k)}) \) is the diagonal matrix of eigenvalues of \( J^{(k)} \), and \( Q^{(k)} = [q_1^{(k)}, \ldots, q_{n-k}^{(k)}] \) is the orthogonal matrix of eigenvectors of \( J^{(k)} \). We denote the \((i, j)\)-th element of \( Q^{(k)} \) by \( q_{ij}^{(k)} \).

The problem is then as follows

**Problem B:** Given the \( p + 1 \) sets of eigenvalues \( \{\lambda_j^{(k)}\}, \quad k = 0, \ldots, p \), satisfying the interlacing property

\[
\lambda_j^{(k)} > \lambda_j^{(k+1)} > \lambda_{j+1}^{(k+1)}, \quad j = 1, \ldots, n-k - 1, \quad k = 0, \ldots, p - 1; \tag{3.3}
\]

construct a \( J \) with half-bandwidth \( p \) such that each submatrix \( J^{(k)} \) has eigenvalues \( \{\lambda_j^{(k)}\} \), for \( k = 0, \ldots, p \).

To compute such a \( J \), we use Proposition 1. For each submatrix \( J^{(k)} \), we can define a bordered diagonal matrix \( A^{(k)} \) corresponding to (1.2):

\[
A^{(k)} = \begin{bmatrix} a_{k+1} & b^{(k)} \end{bmatrix}^T, \quad (n-k) \times (n-k), \quad k = 0, \ldots, p-1, \tag{3.4}
\]

where \( A^{(k)} \) has eigenvalues \( \{\lambda_j^{(k)}\} \). The value \( a_{k+1} \) is determined, as in (1.3), by a trace argument:

\[
a_{k+1} = \sum_{j=1}^{n-k} \lambda_j^{(k)} - \sum_{j=1}^{n-k-1} \lambda_j^{(k+1)}, \tag{3.5}
\]

and hence the first \( k \) diagonal entries of \( A \) are unique. Using the same development used for (1.4) based on the characteristic polynomial of \( A^{(k)} \), we can determine the vectors \( b^{(k)} \), \( k = 0, \ldots, p-1 \), by the formula

\[
[b^{(k)}]_i^2 = -\frac{\sum_{j=1}^{n-k}(\lambda_i^{(k+1)} - \lambda_j^{(k)})}{\prod_{j=1}^{n-k}(\lambda_i^{(k+1)} - \lambda_j^{(k+1)})} \geq 0. \tag{3.6}
\]

We Analzye that, as in equation (1.6), \( A^{(k)} \) is related to \( J^{(k)} \) by

\[
A^{(k)} = \begin{bmatrix} 1 & 0^T \\ 0 & Q^{(k+1)} \end{bmatrix}^T J^{(k)} \begin{bmatrix} 1 & 0^T \\ 0 & Q^{(k+1)} \end{bmatrix}, \tag{3.7}
\]

for \( k = 0, \ldots, p-1 \). We may conclude from this that

\[
Q^{(k+1)} b^{(k)} = b^{(k)}, \quad k = 0, \ldots, p-1. \tag{3.8}
\]

In this case, the vector \( b^{(k)} \) is no longer a multiple of the unit vector \( e_1 \), as it was in the tridiagonal case. Hence it is no longer true that the vector \( b^{(k)} \) is the same as the first row of the matrix \( Q^{(k+1)} \) of eigenvectors of \( J^{(k+1)} \).
We may also use the second part of Proposition 2 to arrive at a formula for the first row of the matrix of eigenvectors \( Q^{(k)} \), \( k = 0, \ldots, p-1 \):

\[
[d_j^{(k)}]^2 = [q_{ij}^{(k)}]^2 = \frac{\prod_{i=1}^{n-k} (\lambda_i^{(k+1)} - \lambda_j^{(k)})}{\prod_{i=1, i \neq j}^{n-k} (\lambda_i^{(k)} - \lambda_j^{(k)})}.
\]  

(3.9)

The intermediate data consisting of the matrices (3.2) and vectors (3.9) form the input data to the algorithms that actually generate solutions to Problem B. The rest of this section is devoted to alternative algorithms to generate the solutions.

3.1. Block Lanczos.

We have now defined enough quantities to be able to describe the first method we can use to generate the banded matrix \( J \). This method is based on the use of the Block Lanczos Algorithm (Algorithm 4). To carry out this method, we need to compute the first \( p \) rows of the eigenvector matrix \( Q^{(0)} \).

For each \( k = 0, \ldots, p-1 \), we develop a formula for the first \( p-k \) rows of \( Q^{(k)} \) in terms of the first rows \( d^{(k)} T \) which we already know. That is, we compute the first few components of each eigenvector \( q_j^{(k)} \) in terms of its first component \( d_j^{(k)} = q_{ij}^{(k)} \).

Partition the eigenvector \( q_j^{(k)} \) as

\[
q_j^{(k)} = \begin{bmatrix} d_j^{(k)} \\ y_j^{(k)} \end{bmatrix},
\]

(3.10)

where \( y_j^{(k)} \) is an \( n-k \)-vector. From the identity \( J^{(k)} q_j^{(k)} = \lambda_j^{(k)} q_j^{(k)} \), we use (3.1) to extract all but the first row of (3.10) to get:

\[
b^{(k)} d_j^{(k)} + f^{(k+1)} y_j^{(k)} = \lambda_j^{(k)} y_j^{(k)}.
\]

(3.11)

Multiply by \( Q^{(k+1)} T \) to obtain:

\[
d_j^{(k)} Q^{(k+1)} T b^{(k)} + \lambda^{(k+1)} Q^{(k+1)} T y_j^{(k)} = \lambda_j^{(k)} Q^{(k+1)} T y_j^{(k)}.
\]

Using (3.8) and solving for \( y_j^{(k)} \), we get

\[
y_j^{(k)} = -d_j^{(k)} Q^{(k+1)} (\lambda^{(k+1)} - \lambda_j^{(k)})^{-1} s_j^{(k)}.
\]

Written in terms of the individual elements, the above is

\[
(i-1)\text{-st entry of } y_j^{(k)} \equiv q_{ij}^{(k)} = -d_j^{(k)} \sum_{i=1}^{n-k} \frac{q_{ij^{(k+1)}} s_j^{(k)}}{\lambda_i^{(k+1)} - \lambda_j^{(k)}}.
\]

(3.12)

where \( i = 2, \ldots, n-k \), \( j = 1, \ldots, n-k \), \( k = p-2, p-3, \ldots, 0 \). Recall from (3.9) that when \( i \) takes on its first value 2, the values \( q_{ij}^{(k+1)} = d_i^{(k+1)} \) are known. When \( k = p-2 \), the right hand side of (3.12) is completely known for \( i = 2 \), so we can obtain the first 2 rows of \( Q^{(p-2)} \). Then when \( k = p-3 \), we know the right hand side for \( i = 2, 3 \), so we can obtain the first 3 rows of \( Q^{(p-3)} \). We continue in this way until \( k = 0 \), at which point we will have the first \( p \) rows of \( Q^{(0)} \).

Once we have the first \( p \) rows of \( Q^{(0)} \), we can now carry out the Block Lanczos Algorithm. Let \( x_i^T = [q_{i1}^{(0)}, \ldots, q_{in}^{(0)}] \) denote the \( i \)-th row of \( Q^{(0)} \); let \( x_j \) be the \( j \)-th column of the matrix \( Q \). Let \( X_1 = [x_1 \cdots x_p] \) be an \( n \times p \) matrix consisting of the first \( p \) columns of \( X \), so that \( X_1^T X_1 = I_p \times p \). The Block Lanczos Algorithm is then carried out with starting matrix \( A \) and \( p \) starting vectors \( x_1 \). The result will be the \( n \times n \) orthogonal matrix \( X = [X_1, \ldots, X_n] \) and the \( p \)-banded matrix \( J \) of the form (1.23), where \( n = p/3 \). Because the first \( p \) rows of the eigenvector matrix of \( J \) have been determined from the eigenvalue requirements, in a manner analogous to the Jacobi case, it is a simple matter to show that the banded \( J \) produced by algorithm 4 will indeed solve
Problem B.

Note that, we must require that \( p \) divide \( n \), and also that the interlacing among the eigenvalues be strict, i.e. that the inequalities in (3.3) be strict.

To summarize: the complete algorithm is as follows:

**Algorithm 6.** To solve Problem B:

1. **Compute** \( \mathbf{b}^{(p-2)}, \ldots, \mathbf{b}^{(0)} \) by taking the square root of (3.6).
2. **Compute** \( \mathbf{d}^{(p-2)}, \ldots, \mathbf{d}^{(0)} \) by taking the square root of (3.9).
3. for \( k = p-2, \ldots, 0 \) do
   
   for \( j = 1, \ldots, n-k \) do
   
   for \( i = 1, \ldots, p-k \) do
   
   compute \( i-1 \)-st entry of \( \mathbf{y}^{(k)} = \mathbf{q}_{ij}^{(k)} \) by (3.12).
4. **Define** the starting vectors:

   \[
   \mathbf{x}_1 := \mathbf{d}^{(0)} \quad \text{and} \quad \mathbf{x}_i := [\mathbf{q}_{11}^{(0)}, \ldots, \mathbf{q}_{1n}^{(0)}], \quad \text{for} \quad i = 2, \ldots, p.
   \]
5. **Apply** Algorithm 4 (Block Lanczos) to generate the matrix \( \mathbf{J} \), starting with matrix \( \mathbf{A} \) and the vectors \( \mathbf{x}_1, \ldots, \mathbf{x}_p \).

Different choices of signs for the square roots in steps 1 and 2 yield different, and possibly non-equivalent, solutions. We can obtain in this fashion a large but finite set of possible solutions to Problem B. In the case of rank-degeneracy during the Block Lanczos process, one may obtain a continuum of solutions. An example is the following 4 X 4 matrix with \( p = 2 \):

\[
J(\gamma) = \begin{bmatrix}
\alpha_1 & \beta_1 & 0 & 0 \\
\beta_1 & \alpha_2 & -\sin\gamma & \cos\gamma \\
0 & -\sin\gamma & 1-\sin^2\gamma & \cos2\gamma \\
0 & \cos\gamma & \cos2\gamma & 1+\sin2\gamma
\end{bmatrix},
\]

for which, assuming \( \beta_1 \neq 0 \), the eigenvalues of \( J \) are all constants independent of \( \gamma \).

We note in passing that if \( p = 1 \), the problem reduces to the tridiagonal case discussed in Section 2. In this case, steps 1, 3, 4 of Algorithm 5 become empty: only steps 2 and 5 remain to do. The result is the same method as Method 1 (Lanczos) for Problem J described in Section 2.

### 3.2. Orthogonal Reduction.

We now turn to an alternate method for generating a band matrix solving Problem B. This method, based on the use of Householder transformations, was originally proposed for this problem by [1]. This method does not require that the interlacing among the eigenvalues be strict (3.3), nor does it require that \( p \) divide \( n \) exactly. On the other hand it is more involved and somewhat more expensive in that it requires the solution of several eigenvalue problems.

This method begins by forming the bordered diagonal matrices \( \mathbf{A}^{(k)} \) (3.4). We let \( \mathbf{P}^{(k)} \) denote the orthogonal matrix of eigenvectors of \( \mathbf{A}^{(k)} \), and \( \mathbf{Q}^{(k)} \) denote the matrix of eigenvectors of the submatrix \( \mathbf{J}^{(k)} = \mathbf{A}^{(k)} \), \( k = 0, \ldots, p \). By Proposition 2, \( \mathbf{P}^{(k)} \) and \( \mathbf{Q}^{(k)} \) have the same first row, up to signs. We defer for the moment the discussion on how to compute the \( \mathbf{P}^{(k)} \).

The intermediate goal of this method is to construct a sequence of \( n \times n \) matrices \( \mathbf{H}^{(0)}, \mathbf{H}^{(1)}, \ldots, \mathbf{H}^{(p-1)} = \mathbf{H} \), culminating in a matrix \( \mathbf{H} \) which has the eigenstructure demanded by Problem B with respect to \( \mathbf{H} \) and its first \( p \) principal submatrices, but is not banded. Then this matrix \( \mathbf{H} \) is reduced to banded form by orthogonal similarity transformations in such a way as not to destroy the eigenstructure desired. In this paper we will only indicate the major steps. The interested reader is referred to the paper of [1].

We begin the sequence of matrices by setting \( \mathbf{H}^{(0)} := \mathbf{A}^{(0)} \) defined by (3.4). We form \( \mathbf{H}^{(1)} \) by
The matrix $H^{(1)}$ will have the form

$$H^{(1)} = \begin{bmatrix} 1 & 0^T \\ 0 & P^{(1)} \end{bmatrix} H^{(0)} \begin{bmatrix} 1 & 0^T \\ 0 & P^{(1)} \end{bmatrix}^T,$$

where $\mathbf{0}^T$ denotes a sub-block of the matrix that we do not specify explicitly. We then form $H^{(2)}$ by

$$H^{(2)} = \begin{bmatrix} I_{2 \times 2} & \Theta \\ \Theta & P^{(2)} \end{bmatrix} H^{(1)} \begin{bmatrix} I_{2 \times 2} & \Theta \\ \Theta & P^{(2)} \end{bmatrix}^T = \begin{bmatrix} \mathbf{0}^T & \mathbf{0}^T \\ \Theta & \Theta \end{bmatrix} A^{(2)},$$

where $\Theta$ is a matrix of zeroes. After $p-1$ steps we will have the matrix

$$H \equiv H^{(p-1)} = \begin{bmatrix} \mathbf{0}^{p-1 \times p-1} & \Theta \\ \Theta & A^{(p-1)} \end{bmatrix} = \begin{bmatrix} H_p & B^T \\ B & \Lambda^{(p)} \end{bmatrix},$$

where $H_p$ is $p \times p$. We examine the submatrices of the sequence $H^{(0)}, H^{(1)}, \ldots, H^{(p-1)} \equiv H$, corresponding to the submatrices $J^{(0)}, J^{(1)}, \ldots, J^{(k)}$ of $J$. We see that at each stage, the transformation was constructed just so the first $k+1$ of those submatrices of $H^{(k)}$ respectively have eigenvalues $\{\lambda_i^{(k)}\}, i = 0, \ldots, k$. Hence, at the end, $H \equiv H^{(p-1)}$ satisfies the eigenvalue requirements demanded by Problem B, with respect to $H$ itself and its first $p$ principal submatrices.

From (3.15), it is clear that $H$ is not banded, rather it is “block” bordered diagonal. To reduce $H$ to a $p$-banded matrix (i.e. half-bandwidth $p$) by orthogonal similarity transformations, we may apply a series of plane rotations in planes $p+1, \ldots, n$ or Householder transformations in a manner very similar to the reduction algorithm TRED2 [8]. The transformations applied in this way will have the form

$$\begin{bmatrix} I_p & \Theta \\ \Theta & U_i \end{bmatrix} n \times n,$$

where $U_i$ is either an orthogonal plane rotation or Householder transformation. It can be verified that such transformations will indeed not affect the eigenvalue structure demanded by Problem B.

Finally, we give the process by which we compute the matrices $P^{(k)}$, consisting of the eigenvectors of $A^{(k)}$. The simplest conceptually is to use a standard symmetric eigenvalue/vector solver on the $A^{(k)}$; for example one might use the EISPACK [8] routines TRED2 followed by TQL2. The TRED2 part is $0(n^3)$, and the TQL2 part is $0(n^2)$. Since $A^{(k)}$ is a bordered diagonal matrix of the form (1.2), we can reduce the cost of this step to $0(n^2)$ by replacing the TRED2 part with Algorithm 3 (Rutishauser).

In summary, the method is then as follows:

**Algorithm 8.** Solve Problem B.

1. for $i = 0, \ldots, p-1$ do
2. Compute $A^{(k)}$ by (3.4) (3.5) (3.6).
3. Compute $P^{(k)}$, eigenvectors of $A^{(k)}$ using Algorithm 3 (Rutishauser) and TQL2 [8].
4. Compute the sequence $H^{(k)}, k = 0, \ldots, p-1$, ending with $H \equiv H^{(p-1)}$.
5. Apply sequence of plane rotations or Householder similarity transformations of the form (3.16) to reduce $H$ to a banded matrix $J$ of half-bandwidth $p$, without destroying the eigenvalues structure carefully assembled in $H$.

Though steps 1-4 are relatively fast, it is not obvious to the authors how to reduce step 5 from $0(n^3)$ to $0(n^2)$. This will be reserved for future work.
4. Periodic Jacobi Matrices.

In this section, we apply Proposition 1 to the problem of reconstructing a periodic Jacobi matrix given certain eigenvalue data. We follow our usual notation: let \( J \) be a Jacobi matrix, \( \mathcal{J} \) be its lower \((n-1) \times (n-1)\) principal submatrix. We would like to solve the following problem:

**Problem P.** Compute a periodic Jacobi matrix

\[
J_{\text{per}} = \begin{bmatrix}
  a_1 & b_1 & & b_n \\
  b_1 & a_2 & & \\
  & \ddots & \ddots & 0 \\
  & & \ddots & \ddots \\
  b_1 & & & a_{n-1} & b_n \\
  b_n & & & & a_n
\end{bmatrix}
\]  \( (4.1) \)

We call \( J_{\text{per}} \) the matrix \((4.1)\) with \( b_n \) replaced with \((-b_n)\). To start with, we are given the eigenvalue data: \( \{\lambda_i\}_{i=1}^n \) eigenvalues of \( J_{\text{per}} \), and \( \{\mu_i\}_{i=1}^{n-1} \) eigenvalues of \( \mathcal{J} \). In addition, we are given one of two sets of data: either the set \( \{\lambda_i\}_{i=1}^n \) eigenvalues of \( J_{\text{per}} \), or the single product \( \beta = b_1 \ldots b_n \). In the latter case, the number of items of input data \((2n)\) is identical to the number of elements to compute \((2n)\).

4.1. Preliminary Construction.

In all the methods we propose, we start as before by computing the bordered diagonal matrix \( A \) of the form \((1.2)\)

\[
A = \begin{bmatrix}
  a_{11} & \bar{b}^T \\
  \bar{b} & M
\end{bmatrix}
= \begin{bmatrix}
  1 & 0^T \\
  0 & \bar{Q}^T
\end{bmatrix}
J
= \begin{bmatrix}
  1 & 0^T \\
  0 & \bar{Q}
\end{bmatrix}
\]  \( (4.2) \)

where \( \bar{Q} \) is the orthogonal matrix of eigenvectors of \( \mathcal{J} \) \((1.6)\), and the \( a_{11} \) and \( \bar{b} \) are defined by \((1.3)\) and \((1.4)\) in terms of the eigenvalues \( \{\lambda_i\}_{i=1}^n \) and \( \{\mu_i\}_{i=1}^{n-1} \). Specifically,

\[
a_{11} = \text{trace}(A) = \text{trace}(M) = \sum_{i=1}^n \lambda_i - \sum_{i=1}^{n-1} \mu_i,
\]  \( (4.3) \)

and

\[
\bar{b}_i = -\frac{\prod_{j=1}^n (\mu_j - \lambda_j)}{\prod_{j=1}^{n-1} (\mu_j - \mu_i)} \geq 0.
\]  \( (4.4) \)

From the \( \{\lambda_i\}_{i=1}^n \), we also compute the bordered diagonal matrix \( A^- \) corresponding to \((4.2)\)

\[
A^- = \begin{bmatrix}
  a_{11} & \bar{b}^-^T \\
  \bar{b}^- & M
\end{bmatrix}
= \begin{bmatrix}
  1 & 0^T \\
  0 & \bar{Q}^T
\end{bmatrix}
J^-\begin{bmatrix}
  1 & 0^T \\
  0 & \bar{Q}
\end{bmatrix}
\]  \( (4.5) \)

where \( \bar{Q} \) is the same as in \((4.2)\), and the \( a_{11}^- \) and \( \bar{b}^- \) are defined as in \((4.3)\) \((4.4)\) using the \( \{\lambda_i\}_{i=1}^n \) in place of the \( \{\lambda_i\}_{i=1}^n \).

We now show how to compute \( A^- \) using \( \beta \) instead of the \( \{\lambda_i\}_{i=1}^n \). We can expand determinants to obtain the formulas:

\[
\det(\lambda I - J_{\text{per}}) = \prod_{j=1}^n (\lambda - \lambda_j) = p_n(\lambda) - b_n^2 p_{n-2}(\lambda) + 2 \beta
\]
\[
\det(\lambda I - \bar{J}_{\text{per}}) = \prod_{j=1}^n (\lambda - \mu_j) = p_n(\lambda) - b_n^2 p_{n-2}(\lambda) + 2 \beta
\]
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where $p_n (\lambda)$ and $p_{n-2} (\lambda)$ are the characteristic polynomials of $J$ and $\tilde{J}$ as defined in Section 1.3, except that $\tilde{J}$ is the $(n-2) \times (n-2)$ principal submatrix consisting of rows and columns $2, \ldots, n-1$ of $J$. Subtracting gives

$$\det(\lambda I - J_{\text{per}}) = \det(\lambda I - \tilde{J}_{\text{per}}) + 4\beta$$

Using this expression, we can rewrite the formula for the vector $\mathcal{B}^-$:

$$\sum_{i=1}^{n} \frac{(\mu_i - \lambda_j) + 4\beta}{\prod_{\substack{j=1 \atop j \neq i}}^{n-1} (\mu_i - \mu_j)} \geq 0 \quad (4.6)$$

The use of (4.3) (4.4) (4.6) requires only that the interlacing property (1.1) hold and that the $\{\mu_i\}_{i=1}^{n}$ be simple.

We can write the subblocks of (4.2) (4.5) corresponding to $\mathcal{B}^T$ as

$$[b_1, 0, \ldots, 0, b_n] \tilde{Q} = \mathcal{B}^T \quad (4.7)$$

Subtracting and transposing yield $\mathcal{Q}^T [0, \ldots, 0, 2b_n] = 2b_n \mathcal{Q}^T e_{n-1} = (\mathcal{B}^-)$

This simplifies to

$$2b_n x_{n-1} = h - \mathcal{B}^- \quad (4.8)$$

where $x_1^T, \ldots, x_{n-1}^T$ are the $n - 1$ rows of the matrix $\mathcal{Q}$. If instead we add the two equations (4.7), we get

$$2b_1 x_1 = \mathcal{B} + \mathcal{B}^- \quad (4.9)$$

The last two equations determine $b_1$ and $b_n$ (up to sign) from the fact that $\|x_1\| = \|x_{n-1}\| = 1$.

4.2. Generation of Periodic Matrix.

At this point, we have enough information to actually generate the periodic Jacobi matrix we are seeking to compute. The most straightforward algorithm is a simple variation to the scheme proposed in Section 2.4. This scheme was originally adapted from [9].

Algorithm 7. Given the two sets $\{\lambda_i\}_{i=1}^{n}$ and $\{\mu_i\}_{i=1}^{n-1}$ satisfying (1.1) (with the $\mu_i$ simple), and the number $\beta$, construct a periodic Jacobi matrix $J_{\text{per}}$ (4.1) solving Problem P.

1. Compute $\mathcal{B}^T$ and $\mathcal{B}^\sim$ from (4.4) (4.6).
2. Compute the first row $x_1$ of the matrix $\mathcal{Q}$ of eigenvectors of $\tilde{J}$ using (4.9). Also obtain value for $b_1$.
3. Starting with the vector $x_1$ and the set $\{\mu_i\}_{i=1}^{n-1}$, Apply Algorithm 1 (Lanczos) to generate the matrix $\tilde{J}$. Or we may use the alternate scheme mentioned below.
4. Compute $a_1$ from (4.3).
5. Compute $b_n$ from (4.8), or else from the relation

$$b_n := \frac{\beta}{b_1 \cdots b_{n-1}}$$

In step 3, we may instead form the $n \times n$ bordered diagonal matrix

$$\begin{bmatrix} a_{11} & x_1 \\ x_1 & 1 \end{bmatrix}$$
where $M = \text{diag}(\mu_1, \ldots, \mu_{n-1})$ and $a_{11}$ is a dummy value. In a manner analogous to the methods for Problem J, we may replace the Lanczos Algorithm in step 3 and instead generate $\tilde{J}$ by applying Householder transformations or Algorithm 3 (Rutishauser) to this bordered diagonal matrix.

4.3. Alternate Method.

We mention briefly an alternate method, usable if the order $n$ of the matrix is even. This method is derived from the fact that by a suitable permutation, a periodic Jacobi matrix may be permuted into a pentadiagonal band matrix (i.e. half-bandwidth $p = 2$). Specifically, if we permute both the rows and columns by the permutation

$$(1, \ldots, n) \rightarrow (1,3, \ldots, n-1,n,n-2, \ldots, 4,2),$$

the periodic matrix $J_{\text{per}}$ is permuted into a pentadiagonal matrix we will call $J_{\text{penta}}$. Let $Q_{\text{per}}$ and $Q_{\text{penta}}$ be the orthogonal eigenvector matrices of $J_{\text{per}}$ and $J_{\text{penta}}$ respectively. From the construction of $J_{\text{penta}}$, it follows that the matrix $Q_{\text{penta}}$ can be obtained by simply applying the above permutation to the rows of $Q_{\text{per}}$. In applying this permutation to $J$, the $(n-1) \times (n-1)$ submatrix $\tilde{J}$ is mapped onto itself.

In order to generate the matrix $J_{\text{penta}}$ according to the methods of Section 3, we need the first 2 rows of $Q_{\text{penta}}$, which are the same as the first and last rows of $Q_{\text{per}}$. To clarify the connection with Section 3, we note that the matrix $J_{\text{penta}}$ corresponds to $J^{(0)}$ in the notation of the Section 3, the eigenvector matrix $Q_{\text{penta}}$ corresponds to $Q^{(0)}$, and the two sets of eigenvalues $\{\lambda_i\}_{i=1}^n$ and $\{\mu_i\}_{i=1}^{n-1}$ correspond to the two sets $\{\lambda_i^{(0)}\}_{i=1}^n \{\lambda_i^{(1)}\}_{i=1}^{n-1}$, respectively. Formula (4.9) gives the first row of $Q^{(1)}$, hence we may use (3.12) to give the first two rows of $Q_{\text{penta}} \equiv Q^{(0)}$, which are the same as the first and last rows of $Q_{\text{per}}$.

We can now apply Algorithm 4 (block Lanczos) to generate $J_{\text{penta}}$. However, it is easier to re-arrange the algorithm to generate $J_{\text{per}}$ and $Q_{\text{per}}$ directly. For the remainder of this section, we denote the rows of $Q_{\text{per}}$ by $x_1^\top, \ldots, x_n^\top$ From the above discussion, we know the two vectors $x_1$ and $x_n$.

Algorithm 10. - Periodic Lanczos Algorithm. Given $A = \text{diag}(\lambda_1, \ldots, \lambda_n)$ and the two orthonormal $x_1, x_n$, compute a periodic Jacobi matrix $J_{\text{per}}$ (4.1) and an orthogonal matrix $X = [x_1 \cdots x_n]$ such that $A = XJX^\top$.

1. begin
2. $b_0 := b_n := x_n^\top Ax_1$
3. $a_i := x_i^\top Ax_n$
4. for $i = 1, \ldots, n-1$ do
5. begin
6. $c_i := x_i^\top Ax_i$
7. $d_i := Ax_i - x_i^\top a_i - x_{i-1}^\top b_{i-1}$
8. $e_i := x_i^\top x_{i-1} x_{i+1}^\top x_{i+1}$
9. Compute $x_{i+1}, b_i$ so that $x_{i+1}^\top b_i = e_i, x_{i+1}^\top x_{i+1} = e_i$
10. end
11. end

If the given data for Problem P is such that a solution $J_{\text{per}}$ exists, the solution is unique up to choice of signs for the vectors $d^{(0)}$ and $d^{(1)}$, respectively the first rows of $Q_{\text{per}}$ and $\tilde{Q}$. Hence Algorithm 10 will yield a matrix solving Problem P. The Appendix of [3] shows in detail that this algorithm does indeed construct the desired matrix.

In this section, we briefly mention how the methods of this paper can be used to solve certain miscellaneous inverse problems. We discuss two problems which were studied in [7]:

**Problem R** (Rank one update). Given two strictly increasing sequences \( \{ \lambda_i \} \) and \( \{ \lambda_i^* \} \), with \( \lambda_i < \lambda_i^* \) for all \( i \), compute an \( n \times n \) Jacobi matrix \( J \) with eigenvalues \( \{ \lambda_i \} \), such that if the \( 1-1 \) element of \( J \), \( a_{11} \), is replaced with \( a_{11}^* \), the resulting matrix \( J^* \) will have eigenvalues \( \{ \lambda_i^* \} \).

**Problem S** (perSymmetric problem). Given a strictly increasing sequence \( \{ \lambda_i \} \), construct a persymmetric Jacobi matrix \( J \) having eigenvalues \( \{ \lambda_i \} \). A matrix is persymmetric if it is symmetric around its anti-diagonal, i.e.

\[
a_{ij} = a_{n+1-j, n+1-i}.
\]

We also study the following problem:

**Problem DD** (Double Dimension). Given an \( n \times n \) Jacobi matrix \( J \), and a set of distinct eigenvalues \( \{ \lambda_i \} \), construct a \( 2n \times 2n \) Jacobi matrix \( J' \), whose eigenvalues are the given values \( \{ \lambda_i \} \), and whose leading \( n \times n \) principal submatrix is exactly \( J \).

**Solution to Problem R.**

We define the polynomials as in Section 1.3: let \( p_n(\lambda) \) and \( p_{n-1}(\lambda) \) be the characteristic polynomials of \( J \) and \( J^* \), respectively. We also let \( p_n^*(\lambda) \) be the characteristic polynomial of \( J^* \). We can expand the determinant of \( J \) to obtain the relation (1.11):

\[
p_n(\lambda) = (a_{11} - \lambda)p_{n-1}(\lambda) - b_1^1 p_{n-2}(\lambda).
\]

(5.1)

Analogously, we obtain a similar formula for \( J^* \):

\[
p_n^*(\lambda) = (a_{11}^* - \lambda)p_{n-1}(\lambda) - b_1^1 p_{n-2}(\lambda).
\]

(5.2)

Subtracting yields

\[
p_n(\lambda) - p_n^*(\lambda) = (a_{11} - a_{11}^*)p_{n-1}(\lambda) = \left[ \text{trace}(J) - \text{trace}(J^*) \right]_1 p_{n-1}(\lambda),
\]

which we can write directly in terms of the eigenvalues:

\[
p_n(\lambda) - p_n^*(\lambda) = p_{n-1}(\lambda) \sum_{j=1}^n (\lambda_j - \lambda_j^*).
\]

(5.3)

The polynomials \( p_n \) and \( p_n^* \) are known from the given data, and the polynomial \( p_{n-1} \) can be computed from (5.3), so we may use formula (1.12) to obtain the first row \( d \) of the matrix of eigenvectors of \( J \). With this information, we may apply any of Algorithm 1 (Lanczos), TRED2, or Algorithm 3 (Rutishauser) to generate the matrix \( J \). The quantity \( a_{11}^* \) may be computed from

\[
a_{11}^* - a_{11} = \text{trace}(J^*) - \text{trace}(J),
\]

thus defining \( J^* \).

**Solution to Problem S.**

It has been shown ([7], Lemma 2) that

\[
p_{n-1}(\lambda_j) \frac{p_{n-1}(\lambda_j)}{\lambda_j} = [b_{11} \cdots b_{n-1}]^2 \implies \gamma^2, j = 1, \ldots, n,
\]

(5.4)

where \( \gamma \) is a constant, and \( p_{n-1} \) and \( \bar{p}_{n-1} \) are, the characteristic polynomials of the lower and upper, respectively, \( (n-1) \times (n-1) \) principal submatrices of \( J \), i.e. the submatrices obtained by deleting the first row and column or the last row and column, respectively. For persymmetric \( J \), \( p_{n-1} = \bar{p}_{n-1} \), so we have

\[
p_{n-1}(\lambda_j) = \pm \gamma^2, j = 1, \ldots, n.
\]

(5.5)
We use these equalities to compute the vector \(d\) in \((1.12)\). The denominator of \((1.12)\) is determined by the given data \(\{x_i\}\) and can also be written as in \((1.9)\). We pick the signs of \(s\) to make \((1.12)\) positive for each \(j\). In using \((1.12)\), we do not need to know the polynomial \(p_{n-1}\); all we need are the specific values \((5.5)\) at the given points \(\lambda_j, j = 1, \ldots, n\). In fact, we do not need to know \(s\) itself; we can use \((1.12)\) to compute the values \(d_j^2\) up to a scalar multiple and then scale the vector \(d\) to have norm \(1: d_1^2 + \cdots + d_n^2 = 1\). As in the solution for Problem R, we now have sufficient information to apply any of the algorithms of Section 2 to generate \(J\). If such a solution exists, we are guaranteed by the uniqueness result (Proposition 2(a)) that the matrices generated using this intermediate data will indeed solve Problem S.

**Solution to Problem DD.**

We derive the solution in terms of the relationship to Gaussian Quadrature discussed in Section 1.3. In fact, this problem corresponds exactly to the problem of computing the Gauss Quadrature Formula of order \(2n\) (exact for polynomials of degree up to \(4n - 1\)), given the Formula of order \(n\) (exact for polynomials of degree up to \(2n - 1\)). Since both formulas are exact for polynomials of degree up to \(n\), the first \(n\) moments \((1.20)\) from either formula must agree:

\[
\sum_{i=1}^{n} w_i \lambda_i^k = m_k = \sum_{i=1}^{2n} \tilde{w}_i \tilde{\lambda}_i^k, \tag{5.6}
\]

where \(w_i, \lambda_i\) are the weights and nodes for the formula of order \(n\), respectively, and \(\tilde{w}_i, \tilde{\lambda}_i\) are the same for the formula of order \(2n\). Here, the \(\tilde{\lambda}_i\) are the given values, and the \(\lambda_i, w\), can be computed easily from the given \(J_n\), where the \(w\) are obtained from the eigenvectors of \(J_n\) by \((1.19)\). It remains to solve for the \(\tilde{w}_i\). If the \(\tilde{w}_i\) are positive, then by \((1.19)\) they give the leading components of the eigenvectors of \(J_{2n}\). One can then apply any of the methods discussed in Section 2 to finally generate the Jacobi matrix \(J_{2n}\). Hence we have solved Problem DD if we can find a positive solution \(\tilde{w}_i, i = 1, \ldots, 2n\), to the system of equations \((5.6)\).

The system of equations \((5.6)\) is linear in the \(\tilde{w}_i\), but is very ill-conditioned. Therefore, instead of solving it by a standard linear system solver, we follow the suggestions of \([6]\) based on the use of Lagrange Interpolation. It is well known (see e.g. \([5]\)) that if one interpolates a function \(f(x)\) at the \(m\) nodes \(z_1, \ldots, z_m\) using the Lagrange Interpolating Polynomials, one obtains the formula

\[
f(x) = \sum_{i=1}^{m} \prod_{j \neq i} (z_j - z) f(z_i), \tag{5.7}
\]

where equality is exact if \(f\) is a polynomial of degree at most \(m\). To solve \((5.6)\), we set \(m \equiv 2n\), set the knots to be \(z_i \equiv \tilde{\lambda}_i, i = 1, \ldots, 2n\), and set the function to be \(f(x) \equiv x^k\). In this case \((5.7)\) becomes

\[
x^k = \sum_{i=1}^{2n} \prod_{j \neq i} (\tilde{\lambda}_j - \tilde{\lambda}_i) \tilde{\lambda}_i^k. \tag{5.8}
\]

Setting \(x = \lambda_s, s = 1, \ldots, n\), the eigenvalues of \(J_n\), we obtain the formula

\[
\lambda_s^k = \sum_{i=1}^{2n} \prod_{j \neq i} (\tilde{\lambda}_j - \tilde{\lambda}_i) \theta_{si}, \tag{5.9}
\]

where

\[
\theta_{si} = \frac{\prod (\tilde{\lambda}_j - \lambda_s)}{\prod (\tilde{\lambda}_j - \tilde{\lambda}_i)}. \tag{5.10}
\]

From \((5.8)\) we form the weighted sum of the \(\lambda_s^k\) to obtain the formula
From this formula, it is easy to see that the solution to the system of equations (5.6) is given by

$$\bar{w}_i = \sum_{s=1}^{n} w_s \theta_{s}.$$  \hspace{1cm} (5.10)

where the $\theta_{s}$ are defined by (5.9). Thus, if the $\bar{w}_i$ are positive, they define the first components of the eigenvectors of $J_{2n}$:

$$q_{1i} = \bar{w}_i.$$ 

We then have sufficient information to apply any of the algorithms of Section 2 to obtain $J_{2n}$: Algorithm 1 (Lanczos), TRED2, or Algorithm 3 (Rutishauser). Note, we have not given conditions under which a solution exists, but our procedure will yield positive values for the weights $\bar{w}_i$ if and only if a solution exists.
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