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Abstract

Powerful light-weight portable computers, the availability of wireless networks, and the popularity of the Internet are driving the need for better networking support for mobile hosts. Users should be able to connect their portable computers to the Internet at any time and in any place, but the dynamic nature of such connectivity requires more flexible network management than has typically been available for stationary workstations.

This report proposes techniques to address a unique feature of connectivity management on mobile hosts: its multiplicity, i.e. the need to support multiple packet delivery methods simultaneously and to support the use of multiple network devices for both availability and efficiency reasons.

We have developed a set of techniques in the context of mobile IP for flexible, automatic network connectivity management for mobile hosts. We augment the routing layer of the network protocol stack with a Mobile Policy Table (MPT) to support multiple packet delivery mechanisms for different simultaneous flows based on the nature of the traffic. We also devise a set of mechanisms, including a backwards-compatible extension to the routing table, to facilitate the use of multiple network devices. We include performance results showing some of the potential benefits such increased flexibility provides for mobile hosts.
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1. Introduction

Lighter-weight portable computers, the spread of wireless networks and services, and the popularity of the Internet combine to make mobile computing an attractive goal. With these technologies, users should be able to connect to the Internet at any time and in any place, to read email, query databases, retrieve information from the web, or entertain themselves.

However, we find in practice that managing the network connectivity of a mobile host can be a complex task. Through day-to-day experience using the MosquitoNet [1] mobile network, we have found two key areas that require improved management. The first is support of multiple packet delivery mechanisms, and the second is support for managing multiple network interfaces. Due to the diversity of environments a mobile host may visit, there may not be a single packet delivery mechanism (for instance, mobile IP [13] or regular IP) that is the most suitable for all its traffic. As a mobile host moves and corresponds with different hosts, the best choice of packet delivery methods may change. Furthermore, mobile users often have multiple network devices, e.g. both Ethernet and packet radio, and use one or more of them at any time, depending on what networks are available in a particular location. Managing these changing network attachments also poses a challenge. This dynamic character of mobile network connectivity presents a more difficult support problem than is usually found in a static workstation environment.

We have developed a set of techniques in the context of mobile IP for flexible, automatic network connectivity management for mobile hosts. First, we augment the routing layer of the network protocol stack with a Mobile Policy Table (MPT) that allows a mobile host to choose different packet delivery mechanisms for different simultaneous flows based on the nature of the traffic. By avoiding a single method of delivery, the mobile host pays for the extra cost of mobility support or security perimeter traversal only when it is truly needed. Such flexibility can provide significant performance benefits. In our test environment, we can cut round-trip latency in half by choosing regular IP delivery over mobile IP whenever possible. Second, we use a set of mechanisms, including a backwards-compatible extension to the routing table, to manage the use of multiple network devices. The connectivity management mechanisms automatically determine which devices are currently connected to available networks and help configure them appropriately.

In the next section of this report, we briefly describe the relevant aspects of mobile IP and our implementation. In Section 3 we illustrate some of the different packet delivery methods enabled by our techniques. In Section 4 we describe how the flexible packet delivery methods are supported in the Linux operating system through the use of the Mobile Policy Table. In Section 5 we address the need for supporting multiple interfaces and describe how our system enables automatic configuration as the set of available interfaces changes. In Section 6 we provide some performance...
measurements to show the benefits such flexibility provides. Finally, in Section 7 we describe related work and we conclude in Section 8.

2. Mobile IP

The Mobile IP protocol [13] is a mechanism developed by IETF for maintaining transparent network connectivity to mobile hosts. Mobile IP allows a mobile host to be addressed by the IP address it uses in its home network (home IP address) regardless of the network to which it is currently physically attached. Hosts corresponding with the mobile host (correspondent hosts) may continue to use its home IP address and do not need to know where it is actually located. Packets sent to the mobile host’s home IP address are intercepted in the home network by a stationary host (the home agent) and are encapsulated in a new IP packet and forwarded (tunneled [14]) to the mobile host’s current point of attachment (care-of address). At the destination, the packet is decapsulated, revealing the original packet sent by the correspondent host.

In the reverse direction, the mobile host sends packets directly to the correspondent hosts, but it uses its home IP address as the source address on these packets, regardless of its current location, to make it appear to the correspondent hosts that these packets originated in its home network. The mobile host thus maintains its home identity even when visiting other networks. Since the paths to and from the mobile host form a triangle between the correspondent hosts, the home network and the mobile host, as shown in Figure 2-1, it is called a triangular route.

![Figure 2-1. Mobile IP protocol](image)

In the basic mobile IP specification, packets from the correspondent host to the mobile host are always sent to the mobile host’s home network first, and then forwarded by the home agent to the mobile host’s current point of attachment. Packets originating from the mobile host are sent directly to the correspondent host, thus forming a triangular route. These packets use the mobile host’s home IP address as their source address to preserve its home identity. The thick line indicates the original packet is encapsulated in another IP packet when forwarded, and is therefore of a larger size.
The mobile IP specification allows for two types of attachment for a mobile host visiting a “foreign” network (a network other than the mobile host’s home network). For the first type of attachment, the mobile host can connect to the foreign network through a “foreign agent” by registering the foreign agent’s IP address with its home agent. The home agent then tunnels packets to the foreign agent which decapsulates them and sends them to the mobile host via link-level mechanisms. The mobile host in this scenario does not need its own IP address on the foreign network, because it is reachable only through the foreign agent. The mobile host’s care-of address is merely the IP address of the foreign agent.

The second type of attachment provides a mobile host with its own “co-located” care-of address in the foreign network. In this scenario, the mobile host receives an IP address to use while it visits the network, via DHCP [5] or some other protocol or policy. It registers this address with its home agent, which then tunnels packets directly to the mobile host at this address. The mobile host’s networking software is responsible for decapsulating the packets itself. While this scenario requires more IP addresses, it also allows the mobile host to be more directly responsible for the addressing and routing decisions for the packets it sends out.

Although our mobile IP implementation in the Linux operating system supports either the use of foreign agents or a co-located care-of address, the mechanisms for connectivity management described in this report assume the use of a co-located care-of address, in which mode a mobile host has the maximum flexibility for acting both as a host virtually attached to its home network and as a normal host in the network it is visiting. These mechanisms are largely applicable to mobile hosts running with a foreign agent, but it is easier to implement this flexibility when the mobile host can obtain its own IP address in the foreign network. For instance, a mobile host with its own IP address on the foreign network can choose to send certain traffic via normal IP and other traffic via mobile IP. If the mobile host must operate through a foreign agent, it will need to make complex arrangements with the foreign agent to accomplish this same task.

While mobile IP has laid the groundwork for Internet mobility, there are still many challenges to tackle, as seen from on-going efforts in this area. These efforts include route optimization [9], firewall traversal [7], and “bi-directional tunneling” (or “reverse-tunneling”) to allow packets to cross security-conscious boundary routers [12]. This last problem, as described in Section 3, is one of our motivations in making it possible for mobile hosts to choose dynamically between different packet addressing and routing options. We believe that these efforts are evidence that mobile hosts will need to use different techniques for different circumstances, and that connectivity management and configuration support such as that described in this report is needed to make this process automatic for users.
3. Supporting multiple delivery methods

The first goal of this work is to avoid the undue cost of a single packet delivery method on a mobile host. By manipulating the Mobile Policy Table, a mobile host can decide to use different delivery methods for different flows of traffic and can change the behavior dynamically on a per-flow or even per-packet basis.

In this section, we illustrate some of the situations for which we have found such flexibility to be beneficial in practice. While these are the only examples we have so far implemented, the mechanism can be extended to support other delivery methods when other choices become desirable.

3.1. Incurring the cost of transparent mobility support only when necessary

Mobile IP is useful when a mobile host wishes to maintain communication with correspondent hosts while changing its point of attachment to the Internet. Using this protocol, a mobile host may be reached by its home IP address regardless of its current care-of address. Such transparent mobility support is important for long-lived connection-oriented traffic such as a telnet session, or for traffic initiated by correspondent hosts to reach a mobile host no matter where it is currently located.

However, this transparent mobility support does not come without cost. In the absence of route optimization for Mobile IP, packets destined to a mobile host are delivered to its home network and then forwarded to the mobile host’s current care-of address in the network it is visiting. If a mobile host is far away from home but relatively close to its correspondent hosts, the path traversed by these packets is significantly longer than the path traveled if the mobile host and the correspondent host can talk to each other directly. The extra path length not only increases latency, but it also generates extra load on the Internet. It even increases load on the home agent, potentially contributing to a communication bottleneck if the home agent is serving many mobile hosts simultaneously.

Fortunately, there are certain types of traffic for which a mobile host may not require Mobile IP support. An example is most web browsing traffic. Web connections are usually short-lived (an exception is the current web push technology which uses long-lived transport connections for now but is heading towards connectionless multicast), so it is unlikely that a mobile host will change addresses in the midst of a connection. Even if it does, the user can simply press reload, and the web transfer will be retried. Also, it is the mobile host that initiates the web transfers most of the time, so it is usually not necessary for the server (the correspondent host) to recognize the mobile host across different connections if the mobile host changes addresses.
3.2. Supporting bi-directional tunnels and triangular routes simultaneously

When communication requires transparent mobility, there still remains a choice of packet delivery methods. An important example is communication that must traverse security-conscious boundary routers.

As a result of IP address spoofing attacks, and in accordance with the IAB [6] and CERT [4] advisories, more routers are filtering on the source address as well (ingress filtering) and will drop a packet whose address is not “topologically correct” (whose originating network cannot be the one identified by the source address). In the presence of such routers, the triangle route as specified in the base Mobile IP protocol will fail. Figure 3-1 illustrates an example of this problem.

As another example, if the boundary router is in the domain visited by the mobile host, it may drop packets that are received from inside but claim to originate from outside; these packets look as if they are “transit traffic,” and not all networks will carry transit traffic.

We can address the above problems by tunneling packets sent by the mobile host through its home agent to its correspondent hosts, in much the same way packets sent to the mobile host are tunneled. This is called “bi-directional tunneling” [12]. Figure 3-2 illustrates the solution.

![Figure 3-1. Ingress filtering router](image_url)

This figure illustrates the problem with source IP address filtering when a security-conscious boundary router is in the mobile host’s home domain. When the mobile host sends packets directly to the correspondent host in its home domain with the source IP address of the packets set to the mobile host’s home IP address, these packets will be dropped by the boundary router because they arrive from outside of the institution and yet claim to originate from within.
This bi-directional tunneling addresses the problem related with ingress filtering routers, but again, this doesn’t come without cost. If a mobile host visits a network far away from home and tries to talk to a correspondent host in a nearby network, packets originating from the mobile host will now have to travel all the way home and then back to the correspondent host, increasing the length of this reverse path.

However, not all the packets need to be sent this way. It is unnecessary to force all traffic through a bi-directional tunnel just because ingress filtering routers would drop traffic sent to specific destinations. Such tunneling may be unnecessary for a large part of the traffic for which the topologically incorrect source IP address in packet headers is not a problem.

Fortunately, we can avoid unnecessary bi-directional tunnels by supporting both the triangle route and the bi-directional tunnel simultaneously through appropriate entries in the MPT. This choice usually depends upon the destination network, and only certain destinations will require the overhead of the bi-directional tunnel. We insert entries matching these destinations into the MPT, and all packets with a matching destination address will be sent encapsulated through the home agent, unless a more specific entry (by port number perhaps) indicates otherwise. However, there are scenarios when the default behavior should be to use bi-directional tunneling. If the host is visiting a network that drops transit traffic, the default entry for the MPT will specify bi-directional tunneling, and only more specialized entries will turn it off for other traffic to destinations within the local domain.
3.3. Joining multicast groups in different ways

The final packet delivery mechanism we have experimented with is to allow a mobile host to choose to join multicast groups either remotely (through its home network), using its home IP address, or locally, using its care-of address in the foreign network. This flexibility is useful, because there are advantages and disadvantages to either choice.

- Joining through the home network: All multicast traffic has to be tunneled bi-directionally between the mobile host and its home agent. The advantages of this choice are that it does not require multicast support on the foreign network, and the mobile host will retain its membership as it moves around. The disadvantages are that the route is less efficient, and the home agent has to tunnel a copy of a multicast datagram to each mobile host that joins the multicast group this way, regardless of what foreign networks they are visiting.

- Joining locally: In this respect the mobile host is no different from any normal host on the same subnet. The advantage is that the delivery of multicast traffic to the mobile host is more efficient. The disadvantages are that it requires the existence of a multicast-capable router in the foreign network, and those mobile hosts actively participating in the multicast session will lose their identity within the group when they move to another network.

We can accommodate either choice independently of whether Mobile IP is used for other traffic and switch between them easily. This is done by adding entries in the MPT to instruct traffic destined to certain multicast addresses to use either conventional IP support or bi-directional tunneling. To join a multicast group locally, we add an entry in the Mobile Policy Table instructing traffic destined to certain multicast addresses to use conventional IP support, meaning Mobile IP is not used for these addresses. To join a multicast group remotely we add an entry in the MPT to use bi-directional tunneling for traffic destined to multicast addresses. The mobile host also needs to notify its home agent, in a registration packet, to forward multicast packets to it.

4. A mechanism for flexible connectivity management

In this section we describe the general-purpose mechanism we use to enable mobile hosts to choose the different delivery methods described in the previous section. The central idea is to introduce a Mobile Policy Table (MPT) in the IP route lookup routine. Whenever a route lookup is done to determine how a packet should be sent, the MPT is consulted together with the normal routing table.

The routing and addressing policy decisions currently supported are:

- whether to use transparent mobility support (mobile IP) or use conventional IP;
- whether to use triangular routing or bi-directional tunneling if using mobile IP.

These policies are specified through two types of entries: “per-socket” entries and “generic” entries, with per-socket entries taking precedence. A per-socket entry allows any application to
override the general rules. Without a per-socket entry, traffic is subject only to generic entries in the policy table, which specify the delivery policy for all traffic matching the given characteristics. For generic entries, the MPT lookup determines which policy entry to use based on two traffic characteristics: the destination address and the port number (for TCP and UDP). The destination address is useful, because we often want to treat flows to different destinations differently. The port number is useful as well, because there are many reserved port numbers that indicate the nature of the traffic, such as TCP port 23 for telnet, or port 80 for HTTP traffic. While these are the characteristics currently taken into consideration, we can extend the technique to include other characteristics in the future.

The MPT lookup operation always chooses the most specifically matched entries, i.e. those with more restricted netmask and/or port number specifications, over more general ones. This lookup differs from a routing table lookup in that the port number also has to be taken into consideration. Table 4-1 shows, as an example, the MPT currently used on our mobile hosts when visiting places outside of their home domain.

<table>
<thead>
<tr>
<th>Destination</th>
<th>Netmask</th>
<th>Port Number</th>
<th>Transparent Mobility</th>
<th>Bi-directional Tunneling</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.b.0.0</td>
<td>255.255.0.0</td>
<td>0</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>0.0.0.0</td>
<td>0.0.0.0</td>
<td>80</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>0.0.0.0</td>
<td>0.0.0.0</td>
<td>0</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 4-1. A sample mobile policy table

This mobile policy table specifies that all traffic destined back to the mobile host’s home domain should use bi-directional tunneling to satisfy the boundary routers at its home institution; all traffic to port 80 (web traffic) should avoid using transparent mobility support; and all the rest of the traffic should by default use mobile IP with a regular triangular route. The second entry applies to all traffic with a destination port number of 80, even for destinations matching the first entry, since port number specification takes precedence.

Figure 4-1 illustrates the use of the MPT and routing table within the Linux kernel. The modification to the kernel is mainly limited to the route lookup function. For backwards compatibility, the normal routing table remains intact. During a route lookup, extra arguments such as the source IP address to use (if it has already been chosen), and other characteristics of the traffic flow (currently the TCP or UDP port number) are used in addition to the destination address of the packet in deciding how the packet should be sent.

The new route lookup function uses the source IP address to determine if the packet is subject to policy decisions in the MPT. If the source IP address has already been set to the IP address associated with one of the physical network interfaces, this indicates that no mobility decision should be
made for the packet. Packets may have their source address set either by the virtual interface (described below), or by applications (such as the mobile host daemon handling registration and deregistration with the home agent) that wish to force a packet through a particular real interface using normal IP. In this case, only the normal routing table is consulted based upon the destination address and the resulting route entry is returned. For the rest of the packets, the MPT needs to be consulted in order to choose among multiple packet delivery methods.

The virtual interface (“vif”) handles packets that need to be encapsulated and tunneled. It provides the illusion that the mobile host is still in its home network. Packets sent through vif are encapsulated and then looped back to the IP layer (as shown by the wide looped line in the figure) for delivery to the home agent. This time, however, the source IP address of the encapsulating packet has already been chosen, so it will now be sent through one of the physical interfaces.

To maintain reasonable processing overhead, policy table entries are cached in a manner similar to routing table entries. If the characteristics of the traffic match a cached entry, the software uses the
cached entry to speed up the process of policy lookup. Otherwise, a new policy table lookup will be carried out. Whenever the mobile policy table is modified, the cached entries are flushed.

We believe this is a general-purpose mechanism, because it can be easily extended to take other traffic characteristics into consideration and to add more policy decisions if it becomes desirable to do so. For instance, if particular correspondent hosts have the ability to decapsulate packets themselves, we could note this information in the MPT for those destinations, and the mobile host could send encapsulated packets directly to these hosts, bypassing the home agent yet still providing the robustness of a bi-directional tunnel. It is also a flexible mechanism, because it provides the mobile host with a set of delivery choices for different traffic types.

5. Supporting multiple interfaces

In this section, we turn to the second goal of this work, i.e. facilitating the use of multiple network devices. To achieve connectivity in any place at any time, mobile hosts will likely require more than one type of network device. For example, our mobile hosts use 10 or 100 Mbit Ethernet when in a suitably equipped office or home, but they use a slower packet radio network elsewhere. This use of multiple devices is one of the network characteristics that makes mobile hosts more complex than the ordinary stationary host. Stationary hosts do not normally require multiple functioning network interfaces unless they are used as routers. On a mobile host, these interfaces represent multiple ways the mobile host may connect to the outside world, and do not necessarily imply that the mobile host is a router.

Managing the configuration of a changing set of active devices and making use of them simultaneously is a challenge. In this section we describe our attempt to manage the following two associated issues.

5.1 Detecting available networks

When multiple network devices are available, managing their configuration and determining which care-of address to use in registering with the home agent becomes an issue. First, the existing system usually uses device insertion or activation events to trigger switching between devices. This does not work well with PCMCIA Ethernet cards that are inserted but not connected to a network, or with radios that are out of range with other radios. Second, the mobile host needs to figure out which network these devices are on.

Automating this process is important. Manual configuration changes should be avoided if possible, since it requires an unrealistic level of expertise from users. Especially in a mobile environment where connectivity is not always guaranteed, it is extremely hard for a user to figure out if the
problem is simply bad configuration or if it is due to communication media failure. We have devised a set of practical and simple mechanisms to address this problem.

First, we do not attempt to use an interface unless link level detection is successful. We have added an ioctl call in the device driver that can probe the PCMCIA Ethernet card for the presence of network media to the interface. If the ioctl returns “unconnected,” the configuration script will not attempt to use the interface. While our packet radio network is generally available in our whole geographic area, it is appropriate to probe for radio connectivity using the same technique. In this case, the result depends on whether the radio has detected the existence of other radios in its vicinity. This detection of available networks avoids a lot of potential confusion and is important to our second mechanism.

After we have figured out which network devices are available, we need to decide what configuration (including the IP address, netmask, and gateway address) to use for each interface. Our approach is to try to obtain configuration information from DHCP [5] first. If no DHCP server is available on the local subnet, we next refer to a set of configurations specified by the user. The user can specify this information for a set of known locations that the mobile host frequently visits. The mobile host tests the configuration for each location until one works. To test the setup, the host configures a minimal route (the direct route to the new subnet) and attempts to ping the first-hop router on this subnet through this interface. If the gateway is reachable, the host is on the corresponding subnet. Finally, if none of the configurations fits, the mobile host probes for a foreign agent.

In case none of the above works, manual configuration still has to be the last resort. Although we have not done so yet, we plan to prompt the user with a friendly interface for the necessary configuration information.

We believe this sequence of steps provides the user with the most convenient scenario for identifying the current network. We provide the users with a way to specify a set of configurations to try based on the observation that many users have a small set of networks they visit from time to time and they usually have IP addresses assigned to their mobile hosts in the subnets. Whatever authority provides the IP address to the user could supply the other configuration information for that entry in the user’s list. This would help shield the user from a need to understand the details of the configuration information. We choose to probe for a DHCP server and preset configurations before seeking foreign agent support, because we favor the use of a co-located care-of address on a mobile host for the extra flexibility it makes possible. However, it can be argued whether we should probe for a DHCP server or the preset configurations first. Our choice reflects our hope that more networks will begin to use DHCP and that eventually there will be no need for users to have any preset configuration information.
5.2 Using multiple interfaces simultaneously

The approach described in the previous section does not continuously probe and monitor the availability of the networks associated with the multiple network devices. With multiple wireless devices such as WaveLan [18], Metricom radio [11], or CDPD [2], this active monitoring becomes more important since it is harder for users to determine if they still have connectivity through a certain device. We must be able to probe beyond immediate hop through a certain interface while still maintaining the overall default route for traffic that does not specify a particular interface. Most existing systems do not support this, since they only have a single default route in use and do not consider device choices in route lookup.

We make use of the metric field in the existing Linux routing table entry to associate a different route for each interface without interfering with how the normal default route is used. Usually, the normal default route has a metric of one, and we set the routes through the other interfaces to have metrics greater than one. A route lookup that does not specify a particular interface will thus find the default route, since the lookup always chooses the matching route with the smallest metric. However, for those sockets specified to use a certain interface, we have modified the route lookup so that only routes for that interface will be considered. Table 5-1 illustrates a sample routing table.

<table>
<thead>
<tr>
<th>Destination</th>
<th>Gateway</th>
<th>Netmask</th>
<th>Flags</th>
<th>Metric</th>
<th>Iface</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.b.0.0</td>
<td>0.0.0.0</td>
<td>255.255.0.0</td>
<td>U</td>
<td>0</td>
<td>eth0</td>
</tr>
<tr>
<td>c.d.0.0</td>
<td>0.0.0.0</td>
<td>255.255.0.0</td>
<td>U</td>
<td>0</td>
<td>st0</td>
</tr>
<tr>
<td>127.0.0.0</td>
<td>0.0.0.0</td>
<td>255.0.0.0</td>
<td>U</td>
<td>0</td>
<td>lo</td>
</tr>
<tr>
<td>0.0.0.0</td>
<td>a.b.0.1</td>
<td>0.0.0.0</td>
<td>UG</td>
<td>1</td>
<td>eth0</td>
</tr>
<tr>
<td>0.0.0.0</td>
<td>c.d.0.1</td>
<td>0.0.0.0</td>
<td>UG</td>
<td>100</td>
<td>st0</td>
</tr>
</tbody>
</table>

Table 5-1. A sample routing table

This is a routing table with different first-hop routers associated with different network interfaces. eth0 is an Ethernet interface, st0 is a packet radio interface. Traffic forced through the radio interface will use the gateway address c.d.0.1. Normal lookups that do not specify a specific interface will choose a.b.0.1, since it has a lower metric than the route to the radio’s gateway. Thus the default route uses the ethernet interface.

This mechanism has several uses. First, it enables a mobile host to probe beyond the local subnet level to hosts such as its home agent through different network interfaces. Second, it can provide a smoother handoff between networks for mobile IP. We can safely register with the home agent the IP address associated with a non-default interface before changing the default route to use that interface and gateway. Finally, we can direct traffic to different interfaces as desired by applications that want to have control over which interface to use.
To make the last option (directing traffic to different interfaces) possible, we provide a “bind-to-device” socket option that applications can call to associate a specific device with a certain socket. This makes it possible to use multiple interfaces for different flows simultaneously.

6. Performance measurements

The performance results in this section are just an example of the benefits a user may possibly see. These results depend on the relative locations of the mobile host, its home network and the correspondent host, as well as on the types of networks packets traverse, and so results in other network configurations may vary significantly.

The setup of our test environment is illustrated in Figure 6-1. The hosts are connected to Ethernet segments on campus. We do not use our wireless network for these experiments, since its higher latency exaggerates the results.

6.1. Benefits of multiple delivery methods

The choice of delivery method affects both latency and throughput. This set of performance data is collected on a mobile host in a real scenario to illustrate the potential benefits enabled by the flexible mechanism.

The mobile host visits the campus residence network as a foreign network, and accesses computing servers in the cluster network. The mobile host (MH) is a Thinkpad 560, and the home agent (HA) is a 90MHz Pentium, both running Linux. The correspondent host (CH) is a SPARCstation 20 running SunOS.
First, we look at the latency improvement resulting from using the most direct route possible under the circumstances. For these experiments, the mobile host connects to a foreign network in one of the campus residences, which is also on Ethernet, and registers its current care-of address with its home agent. The mobile host sends ping (ICMP echo request) packets to the default gateway of its local subnet and we measure the round-trip latency using the following three delivery methods, switching between them by manipulating the Mobile Policy Table:

- Conventional IP (no transparent mobility support);
- Triangular delivery (the default behavior in the mobile IP specification);
- Bi-directional tunneling (for security-conscious boundary routers).

We collect the data by repeating the above test 100 times with an interval of two seconds for each delivery method. The results are shown in Table 6-1 for small packets and Table 6-2 for large packets. For this experimental setup, we reduce the latency by one half for both small and large packets when choosing regular IP over the default mobile IP behavior. Even when mobility support is necessary, we still reduce the latency by about one third for small and large packets when we can choose the triangular route over the safe but costly bi-directional tunnel.

<table>
<thead>
<tr>
<th>Delivery Method</th>
<th>Min (ms)</th>
<th>Max (ms)</th>
<th>Average (ms)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-directional Tunneling</td>
<td>7.3</td>
<td>9.3</td>
<td>7.9</td>
<td>0.36</td>
</tr>
<tr>
<td>Triangular Route</td>
<td>4.5</td>
<td>6.2</td>
<td>5.0</td>
<td>0.35</td>
</tr>
<tr>
<td>No Transparent Mobility Support</td>
<td>2.0</td>
<td>4.0</td>
<td>2.4</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Table 6-1. Latency comparison with small packets

Using 64 bytes of ICMP data (i.e., the default ping packet size), the test for each delivery method is repeated 100 times with an interval of 2 seconds.

<table>
<thead>
<tr>
<th>Delivery Method</th>
<th>Min (ms)</th>
<th>Max (ms)</th>
<th>Average (ms)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-directional Tunneling</td>
<td>37.4</td>
<td>42.4</td>
<td>38.4</td>
<td>1.2</td>
</tr>
<tr>
<td>Triangular Route</td>
<td>24.6</td>
<td>30.9</td>
<td>25.4</td>
<td>1.0</td>
</tr>
<tr>
<td>No Transparent Mobility Support</td>
<td>11.5</td>
<td>14.5</td>
<td>12.4</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 6-2. Latency comparison with large packets

Using 1440 bytes of ICMP data (i.e., the whole packet is of the size of the Ethernet MTU), the test for each delivery method is repeated 100 times with an interval of 2 seconds.
We also examine the effect of multiple delivery choices on the throughput of bulk transfers. For this experiment, the mobile host is in a campus residence downloading and uploading a large file (16,576,673 bytes) from and to an FTP server on a campus cluster network. We did the transfer twice before collecting the data to warm up any caches. We repeat each test ten times for the three delivery methods.

We look at both downloading and uploading, since the routes are not always symmetric (as is the case for a triangular route). The results for downloading are shown in Table 6-3. We can potentially speed up downloading by about one third if we can avoid unnecessary transparent mobility support for traffic that does not always need it, such as web browsing. This is in addition to the fact that we also avoid generating unnecessary traffic back and forth to the home network of the mobile host.

Table 6-3. Comparison of time to download a large file

<table>
<thead>
<tr>
<th></th>
<th>Conventional IP</th>
<th>Triangular Route</th>
<th>Bi-directional Tunneling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average (seconds)</td>
<td>31.4</td>
<td>45.8</td>
<td>47.2</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.8</td>
<td>3.2</td>
<td>3.6</td>
</tr>
</tbody>
</table>

The table shows the time to download a 16,576,673-byte file. We repeat each test ten times.

The results for uploading are in Table 6-4. We see only a slight benefit in using regular IP as compared to default mobile IP for uploading, since the bulk traffic from the mobile host is sent directly to the correspondent host anyway. However, when compared with using bi-directional tunneling, our mechanism provides a speedup of about one third for this experimental setup.

Table 6-4. Comparison of time to upload a large file

<table>
<thead>
<tr>
<th></th>
<th>Conventional IP</th>
<th>Triangular Route</th>
<th>Bi-directional Tunneling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average (seconds)</td>
<td>36.4</td>
<td>39.8</td>
<td>62.5</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.7</td>
<td>1.8</td>
<td>3.9</td>
</tr>
</tbody>
</table>

The table shows the time to upload a 16,576,673-byte file. We repeat each test ten times.

7. Related work

Mobile IP is the context for our work. It provides support for a mobile host to be reachable by its home IP address regardless of its current point of attachment in the Internet. In this section we list some of the other projects also working in this context.
There are several projects working on extensions to the basic mobile IP protocol. Bi-directional tunneling (reverse tunneling) [12] addresses the source IP address filtering problem on security-conscious boundary routers by tunneling the packets from the mobile host through its home agent to the correspondent hosts.

Mobile host firewall traversal [7] addresses the need to deal with the intervening firewalls between a mobile host and its home agent. Currently, it is assumed that all the firewalls are in the mobile host’s home domain (thus the mobile host knows the order in which they must be traversed) and the mobile host is running in the co-located care-of address mode.

Mobile IP route optimization [9] defines extensions to the operation of the base Mobile IP protocol to allow for optimization of datagram routing from a correspondent host to a mobile host. It provides a means for correspondent hosts that implement these extensions to cache the mappings from a mobile host’s home address to its current care-of address and then to tunnel their own datagrams for the mobile host directly to that location. The above projects are indication that Mobile IP will be used in a variety of ways, and the goal of our work is to make this conveniently possible within one framework.

BARWAN [10] aims at building mobile information systems upon heterogeneous wireless overlay networks to support services allowing mobile applications to operate across a wide range of networks. BARWAN’s vertical handoff protocol was developed to allow low-latency switching among multiple network devices, but it is dependent on the existence of base stations.

The Monarch project [8] aims to enable mobile hosts to communicate with each other and with stationary or wired hosts, transparently and adaptively making the most efficient use of the best network connectivity available to the mobile host at any time. It has an overall goal similar to ours, although the project currently does not focus on providing multiple packet delivery mechanisms.

Our previous work on Internet mobility [3] enumerates a variety of optimizations for packet delivery on mobile hosts and concludes that different optimizations are appropriate in different circumstances. The best choice depends on three factors: the characteristics the protocol should optimize, the permissiveness of the network over which the packet travels and the level of mobile awareness of the host with which the mobile host corresponds. However, this previous work did not include any implementation. We also mention the Mobile Policy Table in a previous paper [1], but it did not include support for multiple packet delivery methods. This report builds upon our previous work with new implementation techniques (like Mobile Policy Table manipulation) and also multiple interface management techniques (like backward-compatible extension to routing table) now in day-to-day use in our network.
8. Conclusions

This report proposes a general-purpose mechanism that enables mobile hosts to make decisions such as which packet delivery method to use among a number of choices (Mobile IP, to avoid transparent mobility support, bi-directional tunneling, triangular route, etc.) based on characteristics of the traffic such as destination address and TCP port number. Our performance measurements show that some traffic, such as HTTP traffic, can benefit from a mobile host’s ability to choose the desired degree of mobility support.

We also address the need to use multiple network devices on a mobile host. We provide a mechanism to detect available networks. With minimal backward compatible changes to the routing table lookup function, we are able to make use of multiple networks by directing different traffic flows through different interfaces.

There are many open issues in our system that require further work, but automatic configuration is one of the most necessary. One important area is to determine dynamically which MPT policies to associate with particular destinations. A possibility is to start off by using the most conservative policies and begin probing for more efficient delivery methods from time to time by sending test packets to the destination using a more aggressive policy. For example, we could start off by using bi-directional tunneling to reach a certain correspondent host and then probe by sending triangularly routed packets to the host. If the probe succeeds, the software will update the MPT and it will continue to deliver packets using the more efficient triangular route.

We also plan to support other packet delivery methods in the MPT, such as reverse tunneling directly to the correspondent hosts instead of via the home agent. These policy decisions are dynamically installed into the MPT by probing for whether the correspondent host has the ability to decapsulate packets tunneled to it. The probe for this route optimization should be initiated by the mobile host, and can be accommodated by manipulating the policy entry in our general-purpose connectivity management mechanism.

Another important area of automatic network configuration is to extend the work on multiple device management. We are working on actively monitoring the usability and characteristics (such as bandwidth and latency) of available interfaces, as well as automatically selecting the best interface to register with the home agent.

The source code of our implementation under Linux is available at our web site: http://mosquito-net.stanford.edu/software/mip.html.
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