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ABSTRACT

We consider the effects of implementation technology on the life cycle cost of large digital systems. Models are developed for both life cycle cost and reliability of the Navy's large shipboard systems.

A portion of a large processor is partitioned as an example into several technologies by both manual and automatic methods. Finally, a testability measure is developed and applied to the resulting partitions and conclusions are drawn concerning the attributes of various implementation technologies.
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Chapter 1

INTRODUCTION

The aim of this study is to develop concepts and tools for understanding the influence of partitioning on the life-cycle cost of a system.

Throughout this study three types of boards will be considered as examples to illustrate the concepts being developed. These three board types are being used by the U.S. Navy for various types of equipment. The types considered are:

1. Type 1A: A small PC card with space for up to 8 IC's and a single 40-pin connector,

2. Type 2A: A PC card with space for up to 18 IC's and a single 100-pin connector.

3. Type 5X: A PC card with space for up to 55 IC's and two connectors: a 100-pin connector for the back plane connection and a 30-pin test point connector to be used for diagnostic purposes only.
Chapter 2 describes the extensions to the Design Automation system at Stanford to calculate the following life-cycle-cost parameters for a digital design specified hierarchically by means of the SCALD [MW78] design system: estimated procurement cost, heat dissipation, weight and volume, reliability, and system testability.

This program accesses the hierarchical data base containing the description of a system, including its partitioning and apply the appropriate algorithm to calculate the parameter for the total system in a bottom-up fashion.

In chapter 3, the influence of technology on the partitioning problem is discussed. As an example, a major portion of the S-1 computer system [MW78] is partitioned into boards of type 5X and into masterslice integrated circuits with up to 1000 gates per IC.

Chapter 4 addresses the problems associated with automated algorithms for partitioning digital systems.

In chapter 5, the influence of partitioning on a system's testability is discussed.
Chapter 2

DEVELOPMENT OF LIFE-CYCLE-COST-FACTOR EVALUATION TOOLS

2. LIFE CYCLE COST MODEL

2.1.1 Introduction

The life-cycle-cost model used in this study is similar to that used in MIL-HDBK-246. Emphasis has been placed on parameters that are a function of the partitioning of the system.

The total life cycle cost C_T is broken into two major categories: Acquisition cost, C_A and Lifetime Support cost, C_S.

\[ C_T = C_A + C_S \]  \[2.1\]

The acquisition cost consists of the following major components:

1. cost of research, logical/physical design (CRD)
2. cost of fabrication (CFAB)
3. cost of installation (CINST)
4. cost of documentation (CDOC)

5. cost of supporting equipment (e.g. tools, test equipment) (CSUPP)

6. cost of facilities (CFACIL)

Costs (3-6) are relatively independent of the partitioning and technology. R/D cost (CRD) is affected by the partitioning and by the implementation technology (e.g. standard components versus custom integrated circuits). The cost of diagnostic test generation differs due to the difference in board complexities and the different number of board types. cost of fabrication is the total cost of equipment to be procured.

2.1.2 Acquisition Cost

The fraction of the acquisition cost which is relevant to the partitioning problem can be expressed by the following relationship:

\[
c_A = CD(1) + \sum_{i=1}^{n(1)} (NE(i) \times CM(i))
\]

where
- \(CD(1)\) = Design cost for a design with partition 1;
- \(NE(i)\) = The number of units of type \(i\) to be procured;
- \(CM(i)\) = Unit cost of module type \(i\);
\[ n(1) = \text{The number of module types for partition 1}; \]

In MIL-HDBK-246, an example is given comparing the design cost of a SEM module design (1A or 2A) to a non-standard design such as 5X. It is postulated that the design cost of the SEM module implementation is very small, while the design cost for the non-standard design is very high. It is clear that the logic design cost of each of the implementations is roughly the same. However, the physical (packaging) design cost can be much higher for non-standard packaging technology.

2.1.3 Life-Support Cost

Life support cost is more difficult to model due to various logistics organizations involved. Only the partitioning sensitive cost parameters will be given here:

\[ cs = [n(1) \times CLI] + [n(1) \times CSC \times NL] + C_{s\text{pares}} + C_{\text{repair}} \quad [2.3] \]

where 
- **CLI** = Cost of introducing a line item into the supply system
- **CSC** = shelf cost per year of maintaining a line item in the supply system
- **NL** = planned operational life of the equipment
- **C_{s\text{pares}}** = cost of spares required over the system’s life-time
C_{\text{repair}} = \text{cost of all repairs made during the system's lifetime.}

In order to \textit{estimate} the cost of \textit{spares}, the number of spare modules for each type must be derived from reliability calculations. For a given module type \( j \), \( P_j(n_j) \) is defined as the probability that \( n_j \) spares of module type \( j \) will be sufficient over the planned life, \( H_L \), of the equipment.

Assuming independence of failure among \textit{modules} and a constant failure rate for individual modules, then it can be shown that \( P_j(n_j) \) is given by the Poisson distribution function as follows:

\[
P_j(n_j) = P(\omega_j < n_j) = \sum_{\omega_j=0}^{n_j} \frac{e^{-\theta_j} \cdot \theta_j^{\omega_j}}{\omega_j!}
\]

where \( \omega_j \) = total number of failures of the \( j \)th module during period \( H_L \);

\( \theta_j \) = expected number of failures of module type \( j \) during period \( H_L \).

\( \theta_j \) may be computed from the relationship:

\[
\theta_j = L_j \cdot H_L \cdot NE(j)
\]

where \( L_j \) = failure rate for the \( j \)th module.
The adequacy of the equipment spares is the product of $P_j(n_j)$ over all modules and it must be greater than some minimum acceptable value $A$, or:

$$\text{PRODUCT } P_j(n_j) > A \quad [2.6]$$

$$j=1...n(1)$$

$$C_{\text{spar}} = \sum nj \times \text{CM}(j) \quad 12.7 \text{ I}$$

$$j=1...n(1)$$

In an ideal repair situation (the Perfect repair model), the faulty modules are isolated and then replaced by spares. No working (not faulty) modules are replaced. This requires near perfect diagnostic routines and/or undesirably long MTTR's. The other approach replaces all suspected modules at once (the unnecessary repair model). Many good modules will go through unnecessary repair procedures. Current research is focusing on modelling diagnostic resolution because it is the key factor in calculating repair costs.

2.1.4 MTTR Constraint

The time required to perform maintenance may be quantified by TNF and TMD, where:

- TNF = field maintenance time
- TMD = repair depot maintenance time
Each maintenance period may be broken into four activities: prepare, isolate, replacement (repair) and checkout. Mean-time-to-repair is simply the expected time to complete these activities, i.e.

\[ \text{MTTR} = E(TM) \]  \hspace{1cm} [2.8] 

In the repair depot, the time to isolate the failed component within a module is an exponential function of the module circuit complexity, while the time to prepare, replace and check out is relatively constant.

\[ \text{MTTRD} = T1 + T2 \times \sum [e^{**(K1*Pi)}] \]  \hspace{1cm} [2.9] 

\[ i=1,\ldots,n(1) \]

where: \( T1, T2 = \) constant overhead

\( K1 = \) model constant

\( Pi = \) ith module complexity measure (e.g. pin count)

In the field, the time to isolate the failed module is a function of system complexity, module complexity and the diagnostic resolution. Hence

\[ \text{MTTRF} = T3 + T4 \times \sum [e^{**(K2 + K1*Pi/D(i))}] \]  \hspace{1cm} [2.10] 

\[ i=1,\ldots,n(1) \]

where \( T3, T4 = \) constant overhead

\( K2 = \) model constant due to system complexity

\( D(i) = \) diagnostic resolution of module i \((0<D<1)\)

The following system design constraint must be met:
\[ \text{MTTRF} < \text{MTTRF max} \]
\[ \text{MTTRD} < \text{MTTRD mas} \]

The cost of repair in LCCF is:
\[ \text{C}_{\text{repair}} = \text{Labor Cost} \times (\text{MTTRF} + \text{MTTRD}) \times \text{NE} \times \text{NL} \times \text{FRsys} \]

Estimating MTTR serves two purposes. One is to compute repair cost. The other is to estimate the system availability, AV.

\[ \text{AV} = \frac{\text{MTBF}}{(\text{MTBF} + \text{MTTR})} \quad [2.14] \]

During the mission time, the field availability AVF must meet certain minimum requirements:

\[ \text{AVF} = \frac{\text{MTBF}}{(\text{MTBF} + \text{MTTRF})} > \text{AVF_{min}} \quad [2.15] \]

\[ \text{MTBF} = \frac{1}{\text{FRsys}} \]

2.1.5 Repair Cost Comparison Analysis

The following analysis provides a repair cost model for a logic system using modular logic boards. Its purpose is to furnish a convenient tool to make repair cost comparisons between systems implemented with different board sizes.

When a failure is detected, depending on the diagnostic resolution of the diagnostic routines, two different repair procedures may take place:
1. perfect repair - only the faulty board is replaced

2. random repair - some number of cards are replaced even though only one card is faulty.

Let \( m \) be the number of boards per some arbitrary function such that it is the smallest entity that the diagnostics can verify. When such function failure occurs, the number of boards to be replaced will be a random variable from 1 to \( m \). Hence, the expected value is \((m+1)/2\).

Let \( K \) be the ratio between the large board area and small board area. If a function takes \( A \) large boards, it will take at least \( K \cdot A \) small boards. The cost of each board is assumed to be proportional to the board area (this is a questionable assumption made in [MIL-HDBK-246]).

The ratio of the failure rates is also \( K \). In [MIL-HNDBK-246], a higher failure rate is credited to the large boards due to the lack of high-quality testing at the present time. Furthermore, no connector/backplane faults are accounted for here. Questionable small boards are assumed to be not repairable. Large boards are assumed to be repaired at a cost of 50% of the original board cost. Therefore, each large board that has been replaced has a
The salvage value of 50%. The following table highlights the comparison between SEM-IA and 5X boards.

<table>
<thead>
<tr>
<th></th>
<th>small board (SEM)</th>
<th>large board (5X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of boards per function</td>
<td>6*A</td>
<td>A</td>
</tr>
<tr>
<td>average board cost ($)</td>
<td>100</td>
<td>600</td>
</tr>
<tr>
<td>mean number of boards to be replaced/failure (cost of new boards)</td>
<td>(6A+1)/2</td>
<td>(A+1)/2</td>
</tr>
<tr>
<td>repair cost of the faulty board ($)</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>repaired boards value</td>
<td>0</td>
<td>(A+1)*600/2</td>
</tr>
<tr>
<td>net cost per failure repair ($)</td>
<td>(6A+1)*100/2</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From this simple comparison, the net cost per each failure assuming random repair strongly favor the large board. Note that we assume that both systems meet the MTTR and Availability constraints. Labor cost for repair task is not included.
2.2 RELIABILITY MODEL

2.2.1 Introduction

In this subsection, the current version of the model is presented. The goal of the model is to try to determine, and to quantify if possible, the difference in the reliability of two system implementations that differ only in the size of the circuit board.

An important assumption is that an attempt is made to repair every fault that is detected. A failure in a module will not necessarily cause a system crash if that module is a member of a set of redundant modules. However, if a failed redundant module is not repaired, the system is left vulnerable to a crash if other redundant modules of the set fail. Thus, it is reasonable to assume that an attempt is made to repair all detected faults.

The failure rate of the system, $FR_{sys}$, is defined to be the sum of the failure rates of all of the modules in the system. The mean-time-between-failsures of the system, $MTBF_{sys}$, is given by $1/FR_{sys}$. If the system is used for a mission of time duration $T$, then the average number of failures that will occur during the mission is $T/MTBF_{sys} = T*FR_{sys}$. 
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In the following paragraphs, we will attempt to determine the difference in the system failure rates of two implementations of a system design. If the efficiency of the fault diagnosis and repair procedures are the same for both implementations, then the implementation with the lower failure rate is more likely to successfully complete the mission without experiencing a system crash.

The two board sizes will be called small (S) and large (L). The ratio of the area of the large board to the area of the small board is KA.

The basic elements of the system will be taken to be electronic devices (ICs, resistors, capacitors, etc.), circuit boards and connectors. The failure rate of the system is the sum of the failure rates of all of the basic elements. The system failure rate is broken down into three components, devices (D), boards (B) and connectors (C).

\[ FR_{sys} = FR-D + FR-B + FR-C \]  \hspace{1cm} [2.16]

2.2.2 Boards

We will indicate the parameters for a large board implementation by a subscript (1) and those for a small board im-
plementation by a subscript (2). Let \( NB(2) \) be the number of small boards that are in a small-board implementation. It is assumed that the packaging, density is the same for the small boards and large boards. The number of large boards in the large-board implementation will then be:

\[
NB(1) = \frac{NB(2)}{KA} \quad [2.17]
\]

Let \( FRb(2) \) be the failure rate of a small board. If the failure rate of the board is proportional to the area of the board, then the failure rate of a large board is:

\[
FRb(1) = KA \times FRb(2) \quad [2.18]
\]

The total failure rate for the boards in a small- and large-board implemented system are \( FR-B(2) \) and \( FR-B(1) \), respectively, where

\[
FR-B(2) = NB(2) \times FRb(2) \quad [2.19]
\]
\[
FR-B(1) = KA \times FRb(2) \times NB(2) / KA = NB(2) \times FRb(2) = FR-B(2) \quad 12.201
\]

This result should be obvious since we assume that the board failure rate is a function of board area and both systems have equal board area.
2.2.3 Connectors and Backplane

There is a well known rule, called Rent's Rule, that gives a relationship between the number of connector pins used per board and the number of chips per board. The rule is as follows:

\[ \text{NCP} = \text{NPPC} \times (\text{NCPB} \times r) \]  \hspace{1cm} [2.21]

where

NCPB: maximum number of components per board.

NPPC: number of pins per component.

NCP: number of connector pins for a given board.

The parameter \( r \) is usually in the range \([.60, .70]\). If the chip density for boards is proportional to the board area, then on the average,

\[ \text{KA} = \frac{\text{NCPB}(1)}{\text{NCPB}(2)} \]  \hspace{1cm} [2.22]

Then \( \frac{\text{NCP}(1)}{\text{NCP}(2)} = \text{KA} \times r \) \hspace{1cm} [2.23]

Let KC be the average number of connector pins used on a small board. The failure rates of the connectors in a small- and large-board implemented system are:

\[ \text{FR-C}(2) = \frac{\text{NB}(2) \times \text{KC} \times \text{FRc}(2)}{\text{KA} \times r} \]  \hspace{1cm} [2.24]

\[ \text{FR-C}(1) = \frac{(\text{KA} \times r) \times \text{KC} \times \text{NB}(2) \times \text{FRc}(2)}{\text{KA}} \]  \hspace{1cm} [2.25]

respectively, where \( \text{FRc}(2) \) is the failure rate of a single connection. Furthermore, the backplane failure rate is a
function of backplane area, which in turn is a function of the number of connector pins. For simplicity, $FRc(2)$ should include connector failure rate and backplane failure rate.

The assumption is made here that both implementations are not limited by connector capacity limitations; this assumption may not always be realistic.

2.2.4 Devices

The device failure rate is almost implementation-independent. The primary difference is that the small-board implementation requires more driver chips to drive the board-to-board signals. In a small-board implementation, the board-to-board signals are more numerous and require a higher drive capability (due to higher line capacitances and fanout) than do similar signals in a large-board implementation. It has been observed that the reliability of an electronic device decreases as its junction temperatures increases. Thus, the small-board implementation requires a larger number of a device-type that are relatively less reliable than most other devices.
Let $FR-D(1)$ be the failure rate of the devices in a large-board implementation. Then

$$FR-D(2) = (1 + KD) \times FR-D(1)$$

where $0 < KD < 1$, is the failure rate of the devices in a small-board implementation. $KD$ represents the fractional increase in the overall device failure rate that is attributable to the extra driver chips.

At this point, we want to compare the system failure rates $FR_{sys}(2)$ (small-board) and $FR_{sys}(1)$ (large-board).

$$FR_{diff} = FR_{sys}(2) - FR_{sys}(1)$$

$$= FR-B(2) - FR-B(1) + FR-C(2) - FR-C(1)$$

$$+ FR-D(2) - FR-D(1)$$

$$= [NB(2) \times FRb(2) - NB(2) \times FRb(2)]$$

$$+ [NB(2) \times KC \times FRc(2) \times (1 - (KA**r)/KA)]$$

$$+ [FR-D(1) \times (1 + KD - 1)]$$

[2.27]

The first term vanishes. The others are positive quantities because

$$[1 - (KA**r)/KA] > 0$$

if $r<1$, and $KD>0$.

Thus, we conclude that system with large cards has better reliability than that of the system with small cards,

$$FR_{sys}(2) > FR_{sys}(1)$$

[2.28]

The difference in failure rate is contributed by the additional devices and connectors required in a small card system.
2.3 CONCLUSIONS

In the previous sections, a LCCF model for digital systems was developed. This model differs from the similar one used in [MIL-HDBK-246] particularly because the emphasis has been placed on the factors that are a function of the partitioning of a design.

Although it is very difficult to draw conclusions without having accurate data, a few observations can be made: the acquisition cost is a relatively small portion of the life cycle cost. This cost is higher for larger boards, mainly due to the higher cost of physical design and to the decreasing probability that a given design will be used again.

The support cost model centers around the frequency of repair, the number of spares required and the MTTR constraint. These in turn depend on the reliability of the system and on the quality of the diagnostic procedures (diagnostic resolution). A comparison was made between systems with large and small boards. It was concluded that a design with larger boards is more reliable due to the reduced need for off-board drivers and for connectors. Contrary to [MIL-HDBK-246] we conclude that the repair cost for larger board systems can be smaller.
Diagnostic resolution is defined as the probability of a functional diagnosis procedure to isolate a failure to a replaceable unit (a board). Larger boards have definite advantages over smaller ones in this regard. Since this measure involves both hardware design as diagnostic programming evaluation, much more research is needed in this area.
Chapter 3

THE INFLUENCE OF TECHNOLOGY ON THE PARTITIONING PROBLEM

3.1 INTRODUCTION

In order to evaluate the influence of technology it is necessary to isolate several important parameters:

1. The set of primitive modules to be used. This indicates the level of integration used in the design.

2. The nature of the technology employed (TTL, ECL, MOS, etc.)

3. The nature of a design (control logic, arithmetic unit, memory, etc.)

4. The nature of the packaging philosophy employed (e.g. printed circuit board size).

In order to study the influence of the level of integration on the partitioning problem an existing design for which a multilevel functional partitioning is available was
studied. This system is the Stanford-l mark 1 processor [MW78]. This machine has been built at Lawrence Livermore Laboratory. It is a 36-bit, architecture with a speed of about 5 Mips, implemented using Motorola MECL-10K technology. The design consists of about 5000 integrated circuits,

The reason for choosing this example for an initial test is the existence of a machine-readable design specification, which includes a functional partitioning at several levels. Some of the Design Automation tools available at Stanford [Va77, VA781 were adapted for this study.

Various parts of the Stanford-l processor can be used to provide some insight into the influence of the nature of the design: (random) control logic vs. regular logic.

3.2 DESIGN TOOLS AND EXAMPLES USED
3.2.1 SCALDnsoftware and S-1

The SCALD system was obtained from Lawrence Livermore Lab [MN78] and installed on the IBM 370/168. The complete design of the S-1 processor was obtained from Lawrence Livermore Lab and installed on the IBM 370/168.
3.2.2 Manual Partitioning Aids

The SCALD system allows only partitioning of a design into boards i.e. one level of physical hierarchy. Software has been completed for using four levels of physical hierarchy i.e. chips, boards, racks, cabinets. A program has been written to convert the SCALD output into a list of signal nets for each chip, board, rack and cabinet.

3.3 Influence of Technology

3.3.1 Introduction

Two different manual partitions of the EBOX of the S-1 system were carried out. The EBOX is one of two major subsystems of the S-1 processor; the second subsystem is the IBOX. The EGOS contains approximately 1600 MECL-10K circuit packages. The first will partition the system into 1000 gate custom LSI circuits. The second will partition the EBOX into boards of type 5X. In addition to the original design of the S-1, which contains 500 IC's per board, this provides three different manual partitions.

In the next chapter, an attempt to partition the EBOX by means of an automatic partitioning algorithm into boards of type 1A, 2A and 5X will be described.
3.3.2 Impact of LSI on system Partitioning

In order to discuss the effects on system partitioning of an IC technology, it is necessary to discuss briefly the nature of the limitations of the ICs themselves. There are four primary limitations: gate count, pin count, heat dissipation, and drive capability. These limitations will be discussed, and the tradeoffs identified.

The first limitation is that of gate count. A high speed technology, such as ECL, is usually limited by the heat that can be dissipated by the chip. To obtain the high performance, each gate must dissipate a certain amount of power. In a technology of this type, as chips get larger and larger, the problem of heat dissipation is more serious than increased cost of the die.

In NMOS and CMOS technologies, on the other hand, cost is a more fundamental limitation. It is easily possible to produce chips so large that they are impossible to build economically, but that would work well if they were built. Here cost dictates the maximum gate count that may be used.

In all IC technologies, the maximum gate count per chip is rapidly increasing (by roughly a factor of 1.5 per year).
In 1979, these limits stood at about 1000 gates/chip for high performance, and at about 10000 gates/chip for high density logic.

The second IC limitation is **pinout**. The IC must communicate with the rest of the system, and it must do this through the pins of the package in which it is mounted. The number of pins required varies according to Rent's rule [2.21]. This is an empirically observed relationship, and not an ironclad law, but it does hold over a wide range of systems. There are exceptions, and they will be discussed later.

High speed designs cannot afford to spend time multiplexing different data over the same pins. Furthermore, more pins must be devoted to grounds, power supplies, and clocks to insure signal integrity.

In practice pinouts of IC's for high performance systems tend to be close to the largest available limit. New packages with larger pinouts are not easily introduced because the tooling costs are enormous. The largest packages that are widely used commercially are the 64 pin dual inline package, the 68 pin JEDEC chip carrier, and the 64 pin Intel-311 package [Hà79]. Recognizing the need for larger pack-
ages in the future, however, JEDEC standards are available for up to 156 pin packages, some of which have already been constructed for use in military systems [C179]. Further progress in this direction is inevitable.

There are two common cases where exceptions to Rent’s rule are observed. The first exception occurs in the case of memories and other highly regular structures, such as PLAs. In these cases, the number of pins may only grow as the log of the number of gates. Thus a 64K random access memory, probably the most complex part in production at this time, requires only 16 pins. Furthermore, the same rule holds true for collections of these devices; a two dimensional array of these devices can be wired on a 2 sided PC board, with no denser wiring being required as the array grows larger. As digital systems grow larger, increasingly large sections of systems are composed of these regular structures, since they are easy to design and test. The S-1 processor, for example, is designed around its micro-code memories, which are regular arrays.

The second exception to Rent’s rule may occur as a complete system is put onto a single chip. A typical microcomputer, for example, requires 40 pins; however, many of these
are taken up by internal system functions, such as address and data busses, that are not visible to the user. If these functions are moved onto the processor chip, then these pins are available for user functions. Commercial examples of this type of effect are the Mostek 3870 or the Zilog Z-S. There are only 8 required pins on these processors, leaving 32 whose use is defined by the internal programming. In this example, the addition of the RAM and ROM to the original processor vastly decreased the required number of pins, rather than increasing them as Rent’s rule would predict.

The third problem faced by an IC designer is heat. Reliability demands that the maximum chip temperature be kept below a certain limit, and the package has to dissipate the heat developed by IC without allowing the temperature to rise too far. This is a major problem with high performance technologies, that limits the number of gates that can be placed on a chip, as discussed earlier.

New designs for packages help to alleviate this problem somewhat. The new Intel-3M package [Ma79 I, and some of the implementations of the JEDEC chip carriers allow for increased heat sinking ability. This comes at the expense of decreased packing density (in the vertical direction).
Another problem faced by the chip designer is drive capability. This is a problem in both the high performance area, which requires cont rolled impedance environments, and in the high density areas, where the problem is the translation of the high impedance, low power signals found inside the chip to the low impedance, high power signals used for chip to chip communication.

In the high performance area, precious pins must often be dedicated for extra grounds, because of the impedance of the wire bonds and the speed of the transitions. In both the high performance and the high density cases, the drivers can use a significant fraction of the power of a chip, and are relatively slow compared to the rest of the circuitry. This problem for MOS technologies is discussed in detail in [MC79]. The conclusion is that as MOS technologies move to higher densities, the output drivers will increase in absolute speed, but decrease in speed relative to the internal gates. Hence the communication problem between two MOS chips will get worse.
3.3.3 **Effects of LSI on Design Criteria**

When designing a new system, the decision has to be made whether or not to use LSI type technology. The decision will be based on the following factors: cost, performance, development time, reliability, testability, and repairability. Each of these factors is influenced strongly by the use of LSI, and each in turn affects the system partitioning.

The first, and often foremost factor is cost. Many different costs are affected by the decision to use LSI, among them are development costs, production costs, and repair costs. Therefore life cycle cost is strongly affected by the decision to use LSI.

Development costs are, in general, higher with LSI than with MSI, in terms of both direct and indirect costs. There are two major methodologies that are possible for a large system; either standard components may be interconnected to perform the desired function, or new components may be designed, and then interconnected. Traditional PC board design falls in the first category, and design with LSI falls into the second.
The first alternative, a PC card with conventional ICs, is very well understood, and many tools are available to help with the design. PC boards, even multi-layer ones, are comparatively easy to change, and hence easy to debug. Alternative forms of construction, such as wire-wrap, are available that provide similar performance and are even easier to change, although they require more space.

The second alternative involves designing IC components, which is a much more difficult problem. The tools necessary to mechanize this process are still in research stages, and much of the work must be done by hand. It is extremely difficult to build breadboards that will give useful information about the performance of the final system, so almost all of the design must be done with the aid of simulators. Once a breadboard system is designed, and masks fabricated, then modifications to that system are difficult at best. Any errors must wait until the next turnaround to be corrected. For these reasons, the cost of developing a system composed of LSI is much higher than the cost of developing a system of interconnected standard components.

Once the system has been designed, then the cost of production is the next major cost to be considered. Here LSI,
because of its smaller parts count, has a significant edge at high volumes. PC-type technologies have the edge at very low volumes.

Once the system is in the field, the major cost is the repair and maintenance cost. A LSI system may be either easier or harder to troubleshoot and repair than a MSI type system. This is discussed more fully under repairability.

The reliability of a LSI system is almost always better than that of an equivalent MSI system. One of the primary causes of failures in any system is interconnections, whether in the form of wire bonds, IC sockets, or PC connectors. An integrated system minimizes these problems. It will consume less power, and hence help the reliability of the power and cooling systems.

It is in repairability, however, that a LSI system may far outdo other implementations. The ideal self-diagnosing system would have an indicator light on each board, that goes on when there is a problem, while the system continues to perform normally. During the next preventive maintenance period, the board can be replaced. Memory subsystems attain this level of diagnosability now, thanks to the use of error-correcting codes. In principle the techniques exist to
extend this type of performance to other, less regular, portions of digital systems. The problem, however, is that these techniques, such as triple modular redundancy, require a large overhead in terms of extra logic. LSI may make it possible to implement this extra logic necessary without raising the cost of the system by an equivalent amount.

Performance is another area where LSI has an advantage. In high speed logic, the interchip delays are often the performance limiting factor. LSI can reduce the number of these delays to a minimum. LSI implementations consume considerably less power per gate function, since most of the gates are only driving other gates on the same chip. Weight and volume are also reduced; not only from the smaller size of the circuits themselves, but from the smaller power supplies and cooling apparatus that is required. Hence the proper use of LSI can result in a system that is higher in performance, smaller in size, and more reliable than other implementations.

There is one unique feature of LSI that must also be considered when making partitioning decisions. This is the pin count problem. LSI devices have high pin counts, and an aggregation of them will have still higher i/o pin require-
merits, as discussed in the section on the limitations of IC technology.

Each of these factors influences the partitioning of the system in different ways. To get the advantages of LSI, the number and length of interconnections should be minimized. This improves both reliability and performance. The performance is improved by several factors; each interconnection requires power to drive it, and will delay its signal somewhat.

3.3.4 Implications of LSI for Memory Subsystems

One specific case that must be considered is memory. In nearly any computer system built today, the main memory will be made of LSI components. Furthermore, modern system architectures may require other memory subsystems. In the S-1 system, for example, there are 3 micro-code stores in addition to the main memory. These memory structures are ideally suited for LSI design, for they require pin counts that grow only with the log of the number of bits in the memory. With the addition of a small amount of hardware a memory can at least discover and report its own errors. A generalization of this technique, error correcting codes allows improved
reliability and diagnosability, with relatively small overhead. When these codes are used, the memory usually gives advance notice of any degradation and repair may be postponed until a more convenient time. The exact failing component in the memory array can be pinpointed easily. Since memory is such a common structure, and since such powerful techniques are available for improving its reliability, it deserves a closer study. How can LSI be used to fabricate the required memory, and what effect does it have on system partitioning?

The most economical method of constructing a main memory involves large arrays of memory chips. This is true for several reasons: to minimize the overshoot and ringing on the data and address lines, the line inductance must be kept low. This implies that the wires from the line drivers to the chips should be as short as possible. Line drivers tend to carry large amounts of current and for this reason they are unreliable. They also consume comparatively large amounts of power. Therefore, designers like to minimize the number of line drivers in a system. The only way to get short lines from the drivers to the memory chips and minimize the number of driver chips is to have large arrays of memory chips with driver chips at the periphery. Nearly all
commercial semiconductor memory systems are built this way. Clearly, to minimize component count, which will tend to minimize cost and increase reliability, a system must have the ability to support large, dense arrays of memory chips. In the construction of main memories, this characteristic will not change as LSI memory chips get larger, since the primary constraint on main memory is cost, which is roughly independent of chip complexity. Small special purpose memories, such as control stores, will not need to be implemented as arrays, however, when the LSI densities get higher.

Unfortunately, there is a direct trade-off between memory size, in chips, and the ability to use error correcting codes. In order to be immune to single memory chip failures, the single error correcting codes require that no more than 1 bit of any word be stored in a given chip. This way, if any chip fails completely, there will be at most one error in the resulting word, and this can be corrected by the error correcting code. Multiple bit error correcting codes are known, but they are much harder to implement and involve considerably higher overhead. This implies that the memory will always have at least as many chips in a memory as there are bits in a word. A minimum size memory, there-
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fore, will not have fewer chips as the scale of LSI increases. Instead the number of chips will remain the same, and the capacity of the memory will grow.

For memory, the conclusions may be summarized as follows: main memories, which already have good reliability and repairability, will get larger as LSI technology advances. They will not get physically smaller past a certain limit, since the need a minimum chip count to obtain the error detection and correction desired. Auxiliary memories, on the other hand, will continue to shrink. These memories will not get the benefit of error correcting codes, at least on the chip level, and hence will not be immune to chip failures. However, these memories will have drastically reduced size and power dissipation.

3.4 RESULTS
3.4.1 S-1 System Partitioning into Masterslice IC's

To examine the result of IC technology upon the partitioning of a large digital system, we partitioned the EBOX of the S-1 into LSI chips. The assumptions that were made about the chips are appropriate to 1979 high performance technology.
We assumed 1000 gates/chip and 150 signal pins/chip as appropriate limits for a performance oriented technology in 1979. This type of density has been demonstrated for high performance ECL [Pr79]. The method that was used to partition the processor into LSI chips was rather simple: each chip in the existing design was assigned to one of the LSI chips.

It was not clear that this method would be adequate since the S-1 was not designed with this type of technology in mind. In the large wire-wrap board technology used, the designers of the S-1 were faced with entirely different tradeoffs than designers working with IC technologies. The S-1 was designed to minimize chip count, and little attention was paid to the problems of interconnections, especially within a board. The strategy used was to supply a surplus of interconnection points, so that simple pin allocation algorithms would work well [MW78]. In an IC technology, we expected the opposite to be true, that is, that in a parallel machine like the S-1, interconnections would be the limiting factor, not gate count.

Somewhat surprisingly, the partitioning worked fairly well. It was not always possible to meet the goal of 150
pins/chip, but in all cases it was easy to see how this goal could be met if the circuitry was designed with an LSI implementation in mind, without changing the architecture.

As expected, the most important limitation on the amount of logic that could be put on one chip was the I/O pin count. The limit on the number of gates to a chip was seldom reached, and then only in the more regular parts of the machine.

The effects on reliability and testability of this approach are summarized elsewhere in the report.

3.4.2 Partitioning a Masterslice Design onto PC Cards

In the specific case of the 1A, 2A, and 5X boards, which one is best suited for new systems implemented with LSI? The 1A board is not acceptable, for it does not have enough pins for even one LSI device. Commercial micro-processor makers have already found that 40 pins is not nearly enough, and the new generation processors, in a wide variety of processes, all have more than 40 pins. This is true of both high density and high performance logic families.
The 2A and 5X boards both have the same number of pins, and so the maximum number of gates that could be put on either board, if space was not a limiting factor, is the same. According to Rent's rule, it will only be possible to put 2-3 64 pin packages on one 100 pin board. This small number of chips can be put on a 2A board, and so a 2A board will be most appropriate for random or semi-random logic implemented in LSI.

Memories and other structured logic forms, however, do not obey Rent's rule. It is possible to put as many memory chips as space allows on a card, without exceeding 100 pins. It is highly advantageous to do this, since memories typically have a fixed overhead/card in terms of their peripheral components, such as line drivers, on card power regulators, and error correction and detection circuitry. Thus for the regular parts of the system, the 5X cards will prove superior. As systems become more complicated, there will be a tendency for more portions of the system to assume a regular form.

Therefore, the best card of the three is the 5X type, for general purpose use in a LSI system. If the system consists primarily of random logic, then the 2A may be a better
choice. None of these boards, however, is optimum for LSI, for none of them have enough pins. If the 5X boards are used, the many boards will be only partially full, for there will not be enough I/O pins to allow any more logic to be placed on the board. This space could be used, however, for adding logic to increase a system's testability. The 2A board does not suffer so much from this problem, but it does not allow for the implementation of arrays of chips. Thus it will suffer in performance.

What is needed is a board large enough to allow the efficient implementation of arrays of chips, with a large enough pin count to allow the same board to be filled with random logic. Such a board, with current packaging technology, would be roughly the same size as a 5X board, but with about 300 pins. This is enough pins to support about 16 chips of 1000 gate/chip LSI.

3.4.3 Partitioning of a Conventional Design onto PC Cards

The manual partition of the EBOX onto 5X boards was carried out using a few basic groundrules. These rules were established in an effort to constrain the resulting partition to be a realistic sample of the use of the 5X board technol-
ogy. Several partitioning techniques were used within the structure of the groundrules to arrive at the final result. The outcome of the project then represents a reasonable attempt to utilize the 5X boards to implement a portion of a large high performance digital computer. Although the entire S-1 processor was not partitioned, the EBOX contains logic representative of both functional data and address paths and random control logic. The EBOX also includes a sizable control store memory to provide a representative RAM array portion of the design.

3.4.3.1 Groundrules and Techniques

The groundrules were chosen such that the partition produced would represent an actual functional design using the 5X boards. The primary constraining groundrule was of course that the configuration of the 5X board be followed. That is, a maximum of 55 integrated circuit packages and a maximum of 100 signal I/O pins. In addition, an attempt was made to construct a partition which used the minimum number of boards and the minimum number different board types.

Since the S-1 design utilized Motorola’s MECL 10K logic family, the partition was implemented taking into account
the wiring rules for ECL logic. These rules have to do with maintaining the transmission line integrity of the nets which interconnect the logic elements. The main requirement imposed by these rules was that of avoiding stub connections on nets that cross from one card to another. This means that signals which cross card boundaries should be sourced on one card and only have loads on the source card or exactly one destination card.

A final groundrule was to leave the original S-f design intact and therefore the partition must contain all logic elements and all connections of the actual S-1 EEOX. This rule was established partially to maintain a commonality among the various partitions being carried out and partially to insure that the resulting partition represented a truely functional design. Since the S-1 design was a hierarchical specification of the function of the processor, the decision to follow the design exactly should not impose any undue constraints upon the partitioning effort.

Two major techniques were employed during the partitioning effort. The first was to utilize the functional breakdown of the design as it was created to define the physical boundaries of the partition. The second was to extract bit
slice collections of the logic. This later technique has the advantage that multiple uses of a single board type are a direct result. These two approaches, however, turned out to be almost diametrically opposed in their respective goals. The problem is that the S-l design is based upon a 36-bit word and therefore contains a large number of 36-bit data paths. Consequently, a functional block with one input data path and one output data path tends to exhaust the I/O pins available on a 5X board. The solution to this problem is of course to bit slice several functional blocks and place them together on the same board. This solution, however, produces boards which are less functionally defined and so forfeits the diagnosability and understandability of a true functional partition.

In addition to the above techniques, the partition was carried out in several iterations. This allowed the first attempts to focus on global information and thus create a general partition strategy which was as functional and logical as possible. Later iterations were then used to move around pieces of logic and fine tune the partition to meet the technology requirements.
3.4.3.2 Partition Results

The outcome of the partition effort of the EBOX onto 5X boards can be summarized as follows:

- **Number of Boards**: 45
- **Number of Board Types**: 22
- **Average Number of Chips/Board**: 37
- **Average Number of I/O Connections/Board**: 90

These results were obtained after several iterations and with two notable exceptions to the groundrules.

The first exception has to do with assumed changes to the original design. In many places throughout the EBOX, diagnostic multiplexors were incorporated to allow for the observation of various signals and data paths. Most of these multiplexors select 1 of 36 signals in a data path to be sent to the console for display. Since the partition that was obtained contains many bit slice type boards, the multiplexors of the original design were spread across several boards. This causes unnecessary use of signal I/O pins, since the multiplexors are cut into pieces. All of the signals to be selected for vision purposes on a given board
could just as well be selected by one whole multiplexor rather than several partial multiplexors. Consequently, it was assumed that appropriate design changes could be generated that would not affect the functional behavior of the processor but would decrease the number of I/O pins required by some of the bit slice boards.

The second exception has to do with the wiring rules for ECL logic. Specifically, the daisy-chaining rule was violated in some instances in order to decrease the number of I/O pins required on some boards. The violation occurs when a control signal generated on one board is needed by two or more bit sliced boards. Rather than use multiple I/O pins on the source board according to the rules, only one copy of the signal was sent and it was daisy-chained to the destination boards.

The primary limitation encountered during this project was the number of signal I/O pins allowed on each board. Hence, the partitioning effort was essentially driven by the attempt to utilize as many logic packages per board as possible within the I/O constraint. On a few rare occasions, a portion of the design was encountered which was essentially self-contained. These blocks of logic tended to fill a
board with logic packages and not exhaust the available I/O pins. The RAM chip arrays are the primary examples of this situation.

3.4.3.3 Conclusions

The EBOX seems to have been a good typical example of the logic of a digital system. This is based on the empirically established guideline for the relationship between the number of signal I/O pins on a board and the number of circuit packages on that board, known as Rent's Rule. Solving this equation 12.21 for $r$ with $NCP$ equal to 100 and $NPPC$ equal to 14 and $HCF$ equal to 37 yields $r=0.66$. This is in strong agreement with the previous empirical data.

Partitioning of the EBOX was done with a strong emphasis on bit slicing because of the I/O constraints. Unfortunately, the design did not lend itself well to bit slicing. In several instances, the liberal use of control signals, that is a very horizontal control structure, precluded the use of the desired bit slice because too many I/O pins were required for the control signals. This horizontal control structure approach is good for generality and for ease of modification, but too many control signals severely hinder
the bit slicing technique. There were also cases where the clarity of the control design interfered with an optimal bit slicing arrangement. One such case is the structure of the shifter multiplexor in the shift box. The design was structured around a simple binary encoding of the shift amount. This means that the first stage of the shifter required all the bits that were a multiple of 16 to be in the same slice. Since the word size is 36 bits, this amounts to needing every fourth bit on the same board. Consequently, the first stage of the shifter could not be included in the bit slice which contained its inputs, even though there was ample chip space on the shift box boards. The conclusion here is that, in general, the EBOX design does not lend itself to the bit slicing technique of partitioning.

The original design of the S1 processor was carried out assuming a packaging technology which allowed 500 circuit packages on each board and essentially an unlimited number of I/O pins. In short, this means that little or no thought needed to be given to the partitionability of the design at design time. However, partitioning the design onto a more restrictive packaging technology becomes a much more difficult problem. Although partitioning may be successfully completed, the final result does not make optimum use of the
capabilities of the packaging technology. In conclusion, the constraint of the target packaging technology must be considered as part of the initial design constraints in order to attain an optimum system design.
Chapter 4

A COMPARISON OF MANUAL AND AUTOMATED PARTITIONING

4.1 SURVEY OF PREVIOUS WORK ON PARTITIONING

There are two basically different approaches to obtaining an optimal system partitioning.

The first one considers the problem from the point of view of synthesis whereby one tries to optimize some objective function. Most work in this area has dealt with relatively small systems and/or with simple objective functions.

A second approach is to analyze the properties of a given design as a function of the partitioning. This partitioning is usually obtained manually (this is the approach used almost exclusively in industrial practice).

The problem of partitioning a digital system is usually formulated as follows: given a set of components \( C(i) \), \( i=1, \ldots, NC \) and a set of signal nets \( N(j), j=1, \ldots, NS \), partition this design into a minimum number of subsets (partition elements) subject to the following constraints:
1. the size of every partition element should not exceed $\text{KCPP}$ components.

2. the number of signal nets, connecting the partition element to the rest of the design should not exceed $\text{NSPP}$.

Often slightly different and more complicated objective functions can be minimized, depending on the exact nature of the problem. In [La62] an algorithm is discussed that minimizes the number of connections between partition elements. In [LL69] the objective function is to minimize the delay in a digital system, subject to constraints of maximum area and maximum number of external pins per partition element. In [KL70], the authors describe an algorithm for partitioning a graph with weighted edges into subgraphs such that the sum of the weights of all the cut edges is minimized, subject to a maximum size for each subgraph. In [R071] a heuristic algorithm is discussed for partitioning a circuit subject to the usual constraints of maximum number of components and maximum number of external signals per partition element. This algorithm allows duplication of components if this results in a smaller number of modules. For a simple example, a gate redundancy of 21% leads to an
optimal result. The paper does not discuss the influence of this redundancy on the testability of a design. In [RW72] the ALMS partitioning system is described. This system, developed at IBM, results in partitions that are comparable to manually obtained partitions, but does so in a more cost-effective manner. The ALMS system consists of two major programs: a group generation program (GGP) that forms clusters of components and a group allocation program (GAP) that assigns these groups to partition elements. In [CG74] the problem of partitioning a system subject to minimal life-cycle cost is explored. In this paper the following assumptions are made: the life-cycle cost is substantially higher (10 to 100 times) than the initial procurement cost. Maintenance is performed using a discard at failure strategy. A major factor in the logistics cost is the number and variety of spare modules. In order for a system to be adequately maintainable there must be a high probability that a spare module will be available when a failure occurs during a prescribed mission time. An important problem associated with such an approach is the need for adequate fault diagnosis in order to pinpoint the failed module. However, in practice it is often difficult to achieve this accuracy in fault location and as a result many good modules
are also discarded, resulting in increased maintenance cost and in a reduced probability that the system will remain operational for a given mission time. The algorithm proposed in [CJ74] tries to estimate and minimize total life-cycle costs subject to the following constraints for every partition element: maximum area, maximum number of external signals, maximum heat dissipation, maximum failure rate.

A more extensive survey of the partitioning problem can be found in [Ha72] and in [Ko72].

One of the constraints that often limits the optimality of a partition is the maximum number of external pins allowed for every partition element. Experimental evidence, collected at IBM, leads to Rent's rule [2.21]:

$$\text{NCP} = \text{NPPC} \times (\text{NCPB}^r)$$

where

- \( \text{NCP} \) = number of external signals per partition element
- \( \text{NPPC} \) = number of pins per component
- \( \text{NCPB} \) = number of components per partition element
- \( r = 0.6 \ldots 0.8 \)

The following table illustrates this rule:

<table>
<thead>
<tr>
<th>NCPP</th>
<th>NCPP ** 0.66</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.53</td>
</tr>
<tr>
<td>5</td>
<td>5.89</td>
</tr>
<tr>
<td>10</td>
<td>5.57</td>
</tr>
<tr>
<td>20</td>
<td>7.22</td>
</tr>
<tr>
<td>50</td>
<td>13.22</td>
</tr>
<tr>
<td>100</td>
<td>20.89</td>
</tr>
</tbody>
</table>
In [Hi70] the relationship between the number of external pins and the size of a partition element is studied in more detail. In the worst case the number of external signals is obviously equal to the total number of signals in that partition element. The number of external signals is reduced by sharing of pins and by burying of signals. In [Ra70] a more refined version of Rent's rule is presented. It is clear that Rent's rule is a heuristic tool that can be effective in certain cases. This rule cannot always be applied correctly. A simple illustration of this is the existence of microprocessors with equivalent gate counts far exceeding 1000 and with only 40 - 64 external connections. It is obvious that intelligent functional partitioning of a design can greatly improve on the external pin requirements suggested by Rent's rule.

4.2 AUTOMATED PARTITIONING
4.2.1 Introduction

Although for small designs it is possible to obtain automated partitioning results that are comparable to manual ones [RH72], it is not clear that the same results can be obtained for larger designs.

Therefore, as an extension to the previous section, some automated partitioning algorithms were implemented and integrated into the Stanford Design Automation System [Wa78]. This capability was used to compare the results of these methods with manually generated functional partitions for reasonably large designs.

4.2.2 Sequential Partitioning Algorithm

The simplest of these algorithms is the sequential constructive algorithm [Ko72]. This algorithm assigns components one at a time to a board until that board's constraints are reached. It then starts the next board and continues until all the components are placed.

This algorithm requires a complete logic description of the circuit and both a connector capacity constraint and a board area constraint. It attempts to minimize the number
of boards. The sequential constructive algorithm in detail is:

(STEP 1) Select an initial (seed) component.

(STEP 2) Assign this component to the board.

(STEP 3) Update the external connection list. This list contains all the nets that connect to both a component on the board and a component not on the board.

(STEP 4) Update the next possible component set. These components are the components that are directly connected to components already on the board or simply the unplaced components that connect to the nets in the external net list.

(STEP 5) Select a component from the possible component set. This selection should be based on the minimization of some function of the number of connections its placement would
add and the amount of space on the board it will use. This function should account for integrated circuits with multiple sections and connections that become internal to a board when the last component that connects to a given net is placed on the same board. Only components that will not cause the constraints to be exceeded can be selected.

Steps 2-5 are repeated until there are no more components left in the next possible component set whose placement will not violate one of the constraints.

(STEP 6) If the next possible component set is empty and the constraints have not been reached then select any unplaced component that will not cause the constraints to be exceeded then go to step 2. This is the case where all the components on this board connect only to components already placed on other boards and not to any unplaced components.
(STEP 7) The constraints have been reached so this board is complete. Go to step 1 to start the next board.

This sequential constructive algorithm is straightforward to implement, runs in a fixed amount of time, and always results in a feasible partition. Unfortunately since the placement decisions are based on only a very small part of the information available the resulting partitions are far from optimal. A more careful selection of seed components may improve the results. Allowing interactive selection of seed components may be a possible improvement. A two level look ahead may also help. This would involve basing the component selection decision not only on the effects of the components placement but also on the effects of the possible placement of the unplaced components it connects to. This two level look-ahead would require a much more complicated algorithm and result in at least an order of magnitude increase in execution time.

4.2.3 Parallel Constructive Partitioning Algorithm

The parallel constructive algorithm [Ko72] attempts to utilize more of the available information. This algorithm
constructs boards in a parallel manner so the decision on placing any given component is made based on information on all the boards in the system instead of just one board. This algorithm requires a complete logic description of the circuit and both a board connection constraint and a components per board constraint. It also attempts to minimize the number of boards. The parallel constructive algorithm in detail is:

(STEP 1) Decide on a target number $N$ of boards. This can either be done by the user or by the algorithm using some function. For example, a function of the number of total components and connections could be used.

(STEP 2) Select a seed component for each of the $N$ boards by:

(a) Pick some unplaced component.
(b) Place this component on the board.
(c) Locate all the components that are connected to a component on the board.
(d) If none of these components are already placed on a board and constraints are not exceeded then place these components on the board.

(e) Repeat steps (c) and (d) until either an already placed component is reached or constraints are exceeded.

(f) Repeat steps (a) through (e) until all the boards are seeded.

(STEP 3) Assign the remaining unplaced components to the boards by:

(a) calculate the costs, both space and connection, of placing each remaining component on each board.

(b) Select one component for each board that can be added at the least cost and still meets the constraints.

(c) Place these components on their respective boards.

(d) Repeat steps (a) through (c) until all the components are placed or until no components
can be placed without exceeding the constraints.

If all the components have been placed then a feasible partition has been found. If all the components have not been placed then the number of boards (STEP 1) can be increased and the algorithm repeated or the remaining components can be placed on more boards either by hand or by repeating this or any other partitioning algorithm.

The quality and even the completion of a feasible partition depends heavily on the original decision on the board number. It may take several iterations of the algorithm to get a "best" or even successful feasible partition.

The parallel constructive algorithm is straightforward to implement and each iteration takes a fixed amount of time.

4.2.4 Eigenvector Method

W. E. Donath and A. J. Hoffman [DH72] have devised another constructive algorithm based on eigenvectors of connection matrices. They use these eigenvectors to calculate a distance measure between each pair of components. These
distance measures are then used to decide which components should be grouped together and which components should be separated onto different boards.

The first step in this algorithm is the construction of a connection matrix. This matrix has an entry for each pair of components; therefore it is of order \( n \times n \) where \( n \) is the number of components. The value of each entry \( i, j \) in the matrix is related to how heavily the components \( i \) and \( j \) are mutually connected. If they are not directly connected the entry is zero. Donath and Hofman define these entries as follows:

\[
C_{ij} = \sum_{n \in \mathcal{N}_{ij}} G_{ij}(n)
\]

where \( \mathcal{N}_{ij} \) is the set of nets that connect to both components \( i \) and \( j \) and \( G_{ij}(n) \) is defined as:

\[
G_{ij}(n) = \begin{cases} 
4n & \text{if } n \text{ is even} \\
|n| & \text{if } n \text{ is odd}
\end{cases}
\]

- GO -
fn is a constant associated with the net, usually one if the net is internal to the system and one half if the net is external to the system.

The second step is to construct a degree matrix. This matrix also is of order n x n and has entries defined as follows:

\[ D_{ij} = 0 \quad \text{if} \quad i=j \]

\[ D_{ij} = C_{ij} \quad \text{if} \quad i\neq j \]

The third step is to construct a trace zero matrix. This matrix can be any matrix of order n x n and has entries such that:

\[ U_{ij} = 0 \quad \text{if} \quad i=j \]

and

\[ U_{ii} = 0 \]

The fourth step is the computation of the eigenvalues \( \lambda_r \) and eigenvectors \( \mathbf{x}_r \) of the matrix \( C-D+U \).

The fifth step is the selection of a target number of boards \( k \). This can be given by the user or calculated in some manner.
The sixth step is to define $Y_k = L_1 + L_2 + L_3 + \ldots + L_k$ where $L_1 \ldots L_k$ are the k largest eigenvalues. The trace zero matrix should be varied and steps four and six repeated to minimize $Y_k$.

The seventh step is to construct a distance matrix using the $k$ eigenvectors that correspond to the $k$ largest eigenvalues. It has order $n \times n$ and each entry is calculated as follows:

$$D_{ij} = (x_{ri} - x_{rj})$$

Small distances ($D_{ij}$ values) imply that components $i$ and $j$ are strongly connected and favor being placed on the same board.

Donath and Hoffman suggest the use of the following method to assign components to boards.

(STEP 1) Assign each component to a unique single element group.

(STEP 2) Sort all edges, connections between groups, in order of increasing distance.
(STEP 3) Make a complete pass through this sorted list and for each edge \((i, j)\) combine groups \(i\) and \(j\) if their combination will not violate any constraints. These groups must be combined in such a manner that each new group can be split back into the groups it was made up of.

(STEP 4) Repeat steps 2 and 3 until no more groups can be combined.

(STEP 5) Select the biggest \(k\) groups, where \(k\) is the target number of boards and call these groups the basis set. The remaining groups form the excess set.

(STEP 6) Pick the largest group in the excess set.

(STEP 7) Merge it with the basis group that will yield the smallest increase in pin count and does not violate any constraints.
(STEP 8) If no merge is possible then divide this smallest group into the two groups it was made from. If the group contains only one component so no division is possible then the partitioning should be terminated as unsuccessful.

(STEP 9) Repeat steps 6 through 8 until all the excess groups are combined with the basis groups.

If the algorithm terminates as unsuccessful then the target number of boards can be revised upward and the algorithm repeated. A suggested alternative is to calculate the distance matrix using this algorithm and then do the actual component assignment with one of the other algorithms using the distance matrix as an aid in component placement decisions.

This algorithm is much more difficult to implement than the other constructive algorithms.
4.2.5 Iterative Improvement Algorithms

A family of non-constructive algorithms also exists. These algorithms are the iterative improvement algorithms. These algorithms take an already partitioned circuit and try to improve this partition by moving and/or interchanging components. The initial partitioning can be done manually, by using a constructive algorithm, or by some random technique. These algorithms can be as simple as a random pairwise interchange or as elaborate as the interactive iterative technique of Hanan, Mennone, and Wolff [HM74b]. The pairwise interchange algorithm is implemented as follows:

(STEP 1) Pick two components, one on each of two boards.

(STEP 2) Compare the two components and if interchanging them will improve the partitioning then interchange them.

(STEP 3) Repeat steps 1 and 2 until some termination condition is met. Possible termination conditions include time limits, number of interchange limits, and a minimum number of
sequential comparisons that result in no interchange.

Since for any circuit of practical size an exhaustive pairwise interchange can take an almost unlimited amount of time, selection of the sequence of pairs to be interchanged is very important. Since there is no really good way to select these sequences of pairs automatically Hanan, Mennone, and Wolff leave this selection to the user. Their interactive iterative algorithm is implemented as follows:

(STEP 1) Generate an initial partition using a parallel constructive algorithm.

(STEP 2) Remove some components from some boards interactively. Removals are restricted to the last component or components placed on each board by the parallel constructive algorithm. This insures that the physical constraints of the boards are not violated.

(STEP 3) Reassign the removed components to boards in one of two ways. Either assign them by
user command or by the use of the last part of the parallel constructive algorithm.

The interactive iterative algorithm can be implemented in a straightforward manner and results in a feasible partition. It is limited by the fact that it is not entirely automatic and does require user input to be successful.

4.2.6 Automatic Partitioning Effects

If the only success criteria considered is the minimization of board number and the only constraints are a connection limit and a component per board limit then some form of these algorithms can be used to generate feasible partitions with a good success rate. Unfortunately these algorithms do not take into account other very important success criteria such as system reliability, system testability, and circuit board repeatability.

Although the system reliability depends more on the original design and on the constraints than on the actual partitioning some things can be done in a partitioning algorithm to improve reliability. The probability of a system failure in a given time interval, is defined as follows:

\[ F_{\text{sys}} = F_{\text{R-D}} + F_{\text{R-B}} + F_{\text{R-C}} \]

Where:
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FR-D is the component failure rate.
FR-B is the board failure rate.
FR-C is the connector/backplane failure rate.

The component failure rates depend upon the number and type of components used, as given in the original design, and on the component operating temperatures. The partitioning algorithm can improve the component reliability by insuring that heat generating components are not clustered together creating high operating temperatures. The algorithm can be modified so that component placement decisions are based on mutual power dissipation as well as interconnectivity. Since minimizing the number of boards and connections also tends to minimize the board, connection, and backplane failure rates automatic partitioning algorithms for the most part adequately handle reliability constraints.

Testability also depends on the original constraints but partitioning has a wide ranging influence on testability. Goundan [GH76] has developed an algorithm that uses fault class isolation and fault class splitting to increase testability. His algorithm attempts to find a partition in which the maximum number of boards to which any fault is resolvable is minimized. The algorithm first locates all equiva-
lent faults. All components with the same equivalent fault are combined into a set called a gate cluster. These gate clusters are treated as 'super' components and partitioned using some other algorithm. Fault splitting techniques are then used to enhance the testability of the resulting partition.

A third inadequately considered constraint is that of circuit board repeatability. Repair costs as well as initial system costs depend heavily on the number of circuit board types used in a system. None of these algorithms attempt in any way to generate or use standard types of boards.

4.2.7 Results

Results: The S-1 EBOX REGISTER FILE was automatically partitioned into 11 25-IC boards as compared to 8 boards obtained by manual partitioning. The eleventh board had only 3 modules on it.

The connection limits were reached well before the space limits were reached in the automatic partitioning so changing the space limit to 55 IC's and even changing the space and connection weighting factors had no significant effect on the partitioning.
The results of partitioning the Ebox of the S-1 system with memory removed (all connections to memory sections are treated as external) are shown in Table 4.1 for the serial algorithm.

<table>
<thead>
<tr>
<th># IC's</th>
<th># Boards</th>
<th>max. Connections to any Board</th>
<th>average # Connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>96</td>
<td>101</td>
<td>68</td>
</tr>
<tr>
<td>20</td>
<td>47</td>
<td>174</td>
<td>124</td>
</tr>
<tr>
<td>40</td>
<td>24</td>
<td>325</td>
<td>205</td>
</tr>
<tr>
<td>80</td>
<td>12</td>
<td>524</td>
<td>376</td>
</tr>
<tr>
<td>160</td>
<td>6</td>
<td>804</td>
<td>603</td>
</tr>
<tr>
<td>320</td>
<td>3</td>
<td>1230</td>
<td>1119</td>
</tr>
<tr>
<td>460</td>
<td>1</td>
<td>1228</td>
<td>1228</td>
</tr>
</tbody>
</table>

Table 4.1

The results of partitioning the Ebox of the S-1 system with only part of the memory removed are shown in Table 4.2 for the serial algorithm.

<table>
<thead>
<tr>
<th># IC's per Board</th>
<th>max. # Conn. to any Board</th>
<th>Average # Conn. Board</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int av. max. # of Boards limit actual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 5 0 20 1 40 4 0 38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 15 18 69 100 100 91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55 16 37 65 100 100 98</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2
Table 4.3 shows the average number of boards and connector pins in function of the board size. Table 4.4 compares board types 2A and 5X for both manual and automatic partitioning approaches.
4.3 CONCLUSIONS

All the practical automatic partitioning algorithms available at the present time are heuristic in nature. These algorithms span a wide range of complexity and effectiveness. They can be reasonably effective when the only constraints are component per board limits and connection limits and when the objective is the minimization of the number of boards. Unfortunately their effectiveness when the criteria includes such things as board repeatability and testability is so low that their practical use is limited.
Chapter 5
THE INFLUENCE OF PARTITIONING ON SYSTEM TESTABILITY

5.1 INTRODUCTION

The partitioning of a system can affect the ability of that system to remain operational over the given mission time. Two different partitions will have different failure rates when the failure rates of the boards and connector pins are included. Also, each partition will have a different sparing requirement. Any restriction on the number of spares that can be included during a mission effectively limits the number and nature of the repairs (through replacement of faulty boards) that can be made. We will develop a model for predicting the mission survival probability of a system given data on its partition. Using this model, we can compare the mission survival probability of two partitions of a system (i.e., for the same system implemented with two different printed circuit board sizes).

A fundamental question is how does partitioning affect the testability of a circuit? To provide insight and
data to help answer that question, the following was studied: given specific testing and diagnosis procedures, one can develop heuristic and algorithmic procedures for measuring the detectability and diagnosability of the tests. The analysis procedure can be applied to partitions of a given system that result from the use of different partitioning algorithms and board sizes. The goal of this study will be to note and explain the conditions that lead to the higher levels of detectability and diagnosability.

5.2 **Coverage and Survivability**

In most digital systems, procedures called fault recovery procedures are provided to aid in system recovery from faults. Examples of fault recovery procedures are fault detection testing, fault diagnosis and replacement of faulty field-replaceable-units. Faults that are successfully handled by the fault recovery procedures result in minimal, if any, system downtime. Other faults can cause severe and lengthy system outages. In such cases, a craftsman or field engineer and/or external maintenance equipment must be used to bring the system up. This situation can often result in widespread replacement of suspected circuits, which will be called an anomalous repair condition.
Let \( \text{COV} = \text{the probability that a fault is successfully handled by the fault recovery procedures} \)

\( 1 - \text{COV} = \text{the probability that a fault results in an anomalous repair condition.} \)

It can be shown that under certain reasonable assumptions, the mean time between anomalous repair situations is:

\[
\text{MTTR} = \frac{1}{((1-\text{COV})*\text{FRsys})}
\]  

[5.1]

The important item to note is that a smaller system failure rate increases the mean time between anomalous repair conditions.

Increasing COV will also increase the system's mission survivability. The way to increase the value of COV is to improve the fault recovery procedures. Later we will examine the effect of circuit board size on the quality of the fault recovery procedures. However, before this next step can be carried out, it is necessary to have knowledge of the fault detection and diagnosis procedures that are used on the class of systems that are of concern. Some fault recovery procedures can be insensitive to circuit board size, while other others can be highly sensitive to board size.
5.3 TESTABILITY MEASUREMENT

5.3.1 Introduction

Some of the parameters that influence testability are:

1. Test Point Ratio (TPR)
2. Number of levels of combinational logic
3. Number of levels of sequential logic
4. Ability to synchronize the sequential logic to a given state.

If we assume that the design is not supposed to change when going to a different partitioning, the only parameter which is partition-dependent is the TPR (defined as the ratio between the number of pins available at the connector and the total number of signals on the board.

However, if we allow the design to change (without affecting it functionally) we can increase the TPR. One way to do this is use multiplexers to observe the unreachable lines within a board.
5.3.2 **Test Point Ratio**

In the previous section, a simple model for testability based on the test point ratio (TPR) was discussed.

\[
TPR = \frac{NOS}{TNS} \tag{5.2}
\]

where \(NOS\) = number of observable signals.

\(TNS =\) total number of signals.

A worst-case estimate for \(TNS\) assumes that every signal connects exactly two pins. Then \(TNS\) can be derived as follows:

\[
TNS = \frac{(NCP + NCMP \times NPPC)}{2} \tag{5.3}
\]

where \(NCP\) = number of connector pins

\(NCMP\) = number of components per board

\(NPPC\) = number of active pins per component.

A reasonable estimate for \(NPPC\) is 12. Both \(NCP\) and \(NCMP\) depend on the actual board characteristics. The following table gives \(TPR\) for each of the three board types considered in this study.

<table>
<thead>
<tr>
<th>Type</th>
<th>NCP</th>
<th>NCMP</th>
<th>TNS</th>
<th>NOS</th>
<th>TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A</td>
<td>40</td>
<td>6</td>
<td>112</td>
<td>40</td>
<td>0.351</td>
</tr>
<tr>
<td>2A</td>
<td>100</td>
<td>18</td>
<td>316</td>
<td>100</td>
<td>0.316</td>
</tr>
<tr>
<td>5X</td>
<td>100</td>
<td>55</td>
<td>760</td>
<td>130</td>
<td>0.154</td>
</tr>
</tbody>
</table>

Table 5.1
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5.3.3 Diagnostic Resolution

In many large systems diagnosis is performed using functional diagnostics. The result of such an incomplete diagnostic procedure is to isolate the fault to a functional entity. Let a function $F$ be implemented from $n$ low-level components. Then the number of boards over which the function is spread lies between $n$ and $\frac{n}{MCPB}$, where $MCPB$ is the maximum number of components per board. Hence, the probability of isolating a failure through functional diagnostics is larger for a large-board implementation.

In calculating the MTTR constraints, it is desirable to achieve only identifying and replacing the failed board. Unnecessary swapping of suspected boards not only requires more sparing but it also increases the MTTR. We can define diagnostic resolution as the probability of isolating a failure to a single board by running a set of functional diagnostics. Diagnostic resolution can be used as a quantitative measure of the quality of the partitioning. Diagnostic resolution is a function of the hardware design as well as of the diagnostic program. One possible way of comparing the diagnostic resolution of two systems would be to perform a functional fault simulation of the design alternatives.
5.4 Testability Evaluation Program

5.4.1 Introduction

To evaluate the effects of different board sizes on system testability, some method of measuring testability is required. Therefore, a testability estimation program was implemented and integrated into the Stanford Design Automation System. This capability was used to study the effects of partitioning and board size on testability.

5.4.2 Testability Estimation Algorithm

The algorithm used in the testability estimation program was based on an algorithm developed by Stephenson and Grason [St76] to provide a numerical estimate of the ease of generating fault detection tests for register-transfer level circuit designs. Since the testability of a circuit is a function of how easy it is to observe and control its signal lines, Stephenson and Grason defined the following values. The observability of a given signal is a measure of how easy it is to determine what the logic value of that signal is. It is a real number between 0 and 1 with larger values for more observable signals. The controllability of a given signal is a measure of how easy it is to control...
that the logic value of that signal is. Likewise it is a real number between 0 and 1 with larger values for more controllable signals. The Observability Transfer Factor is a value defined for each module type. It has a real value between 0 and 1 and is used for the calculation of the observabilities of the input signals to a module given the observabilities of the module's output signals. Similarly the Controllability Transfer Factor is a value defined for each module type. It has a real value between 0 and 1 and is used for the calculation of the controllabilities of the output signals of the module given the controllabilities of the inputs to the module.

Before executing the algorithm both Observability and Controllability Transfer Factors for all the components were calculated by hand and stored in a library. These factors were calculated using the method developed by Stephenson and Grason [St76]. The first section of the algorithm calculates an Observability Transfer Factor for each board as follows:

1. Assign a value of 1 to the observability value of each output signal on the board. These are the signals that originate on this board and connect to another board.
2. Assign a value of 0 to the observability value of the remaining signals on the board.

3. Select a component on the board.

4. Calculate the average of the observability values of the component's outputs.

5. Multiply this average by the component's Observability Transfer Factor.

6. Assign this value to each of the component's input signal observabilities where it is larger than that signal's observability value.

7. Repeat steps 3 to 6 until all the components on the board have been selected.

8. Repeat steps 3 to 7 until the total change in all of the input observabilities is less than some constant.

9. Calculate the average observability value of the signals that are inputs to the board. This value is the board Observability Transfer Factor.

The next step is to calculate the board Controllability Transfer Factors in the following manner:
1. Assign a value of 1 to the controllability value of each input signal on the board.

2. Assign a value of 0 to the controllability value of the remaining signals on the board.

3. Select a component on the board.

4. Calculate the average of the controllability values of the component's inputs.

5. Multiply this average by the component's Controllability Transfer Factor.

6. Assign this value to the component's output signal controllabilities.

7. Repeat steps 3 to 6 until all components on the board have been selected.

8. Repeat steps 3 to 7 until the total change in all of the output controllabilities is less than some constant.

9. Calculate the average observability value of the signals that are inputs to the board. This value is the board Observability Transfer Factor.
The system Observability and Controllability Transfer Factors are now calculated using the above steps with the boards treated as components and the system treated as a board. The system testability estimate is equal to the square root of the product of the system Observability and Controllability Transfer Factors.

5.4.3 *Addition of Extra Testpoints*

It is possible to increase the testability of a circuit by adding extra connection pins to a board for use for testing purposes only. These test points increase both the observability and the controllability of the circuit. The effects of these extra test points were incorporated into the testability estimation program by making the following changes:

1. The controllabilities and observabilities of the signals on each board were calculated as before.

2. Given \( n \) test points then the signals with the lowest controllabilities and observabilities were selected.
3. The algorithm is now repeated with these signals treated as board outputs in the observability calculation and as board inputs in the controllability calculations.

5.4.4 Addition of Extra Logic to Enhance Testability

In many systems there are boards where all the space on the board has not been fully utilized due to connection constraints. This extra space on the board can be used for added logic to increase system testability. This is usually done by adding multiplexers or some other logic to make signals more observable and controllable. Since generation of several actual redesigns of an example for evaluation was impractical, the simplifying assumption that increased logic was equivalent to adding a proportional number of testpoints was made. The testability estimation program was enhanced so extra testability logic could be considered by adding steps where the extra space on each board was calculated and translated to an equivalent number of test points.
5.4.5 Results

Several partitions of the Sl-EBOX were generated manually and by using an automatic partitioning algorithm described in a previous chapter. The results of the evaluation of these partitions using the testability estimation program are summarized below.

<table>
<thead>
<tr>
<th>IC</th>
<th>PIN</th>
<th>PART</th>
<th>TST</th>
<th>EXTRA</th>
<th>BRD</th>
<th>SYS</th>
<th>SYS</th>
<th>SYS</th>
<th>SYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>100</td>
<td>MAN</td>
<td>0 NO</td>
<td>.30</td>
<td>.074</td>
<td>.143</td>
<td>.105</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100</td>
<td>MAN</td>
<td>40 NO</td>
<td>.33</td>
<td>.114</td>
<td>.154</td>
<td>.132</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100</td>
<td>MAN</td>
<td>40 YES</td>
<td>.39</td>
<td>.140</td>
<td>.154</td>
<td>.147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100</td>
<td>AUTO</td>
<td>0 NO</td>
<td>.37</td>
<td>.069</td>
<td>.184</td>
<td>.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100</td>
<td>AUTO</td>
<td>0 YES</td>
<td>.38</td>
<td>.086</td>
<td>.183</td>
<td>.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100</td>
<td>AUTO</td>
<td>0 YES</td>
<td>.38</td>
<td>.086</td>
<td>.183</td>
<td>.127</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>100</td>
<td>AUTO</td>
<td>40 YES</td>
<td>.39</td>
<td>.086</td>
<td>.188</td>
<td>.129</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>100</td>
<td>AUTO</td>
<td>0 NO</td>
<td>.36</td>
<td>.063</td>
<td>.184</td>
<td>.107</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>AUTO</td>
<td>0 YES</td>
<td>.38</td>
<td>.065</td>
<td>.186</td>
<td>.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>AUTO</td>
<td>0 NO</td>
<td>.43</td>
<td>.059</td>
<td>.133</td>
<td>.058</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2

5.5 CONCLUSIONS

From the results obtained in the previous section, it is clear that a manually partitioned design results in a higher degree of testability. It is also clear that larger board
sizes yield a higher degree of testability using the Stephenson-Grason measure.

The partitioning and testability study can serve as the foundation for future studies. Built-in testing using self-checking circuits [Wi73], scan in/scan out of internal test points [Wi73], [Ei77], and signature analysis [Pa76 I, HP76] are examples of design techniques that result in improved system testability and diagnosability. The reliability evaluation model might be extended to include models of module failure and the effects of periodic maintenance. Some work has been done on expressing the testability of a circuit in terms of certain physical characteristics like fan-out, logic depth and feedback paths [St76 I. This work might be extended to a comparative analysis of the testability of nodules or boards that result from various partitioning algorithms.
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Appendix A

LIST OF ABBREVIATIONS USED

AV: system availability
AVF: field availability
CA: Acquisition cost
CD(1): Design cost for a design with partition 1
CDOC: cost of documentation
CFACIL: cost of facilities
CFAB: cost of fabrication
CINST: cost of installation
CLI = Cost of introducing a line item into the supply system
CMI(i): Unit cost of module type i
cov: the probability that a fault is successfully handled by the fault recovery procedure
CRD: cost of research, logical/physical design
Crepair: cost of all repairs made during the system's lifetime.
CS: Lifetime Support cost
csc: shelf cost/year of maintaining item in the supply system
Cspares: cost of spares required over the system's life-time.
CSupp: cost of supporting equipment (e.g. tools, test equipment)
CT: Total life cycle cost of a system
D(i): diagnostic resolution of module i (0<D<1)

FRb: Failure Rate of a board

FR-B: Failure Rate of boards in a system

FR-C: Failure Rate of connectors in a system

FRc: Failure Rate of a connector

FR-D: Failure Rate of Devices in a system

FRsys: system failure rate

Lj: failure rate for the jth module

MTBF: Mean Time Between Failures

MTTR: Mean Time To Repair

MTTRD: Mean Time To Repair in Depot

MTTRF: Mean Time To Repair in the Field

HCP: number of connector pins for a given board

NCPB: maximum number of components per board

NE(i): the number of units of type i to be procured

NPPC: number of pins per component.

n(1): the number of module types for partition 1

NL: planned operational life of the equipment (in years)

Pi: ith module complexity measure (e.g. pin count)

Pj(nj): probability that nj spares of module type j will be sufficient over the planned life of the equipment,

Θj: expected number of failures of module type j during period NL

THF: field maintenance time

TMD: repair depot maintenance time
TPR: Test Point Ratio

$\mu_j$: total number of failures of the $j$th module during period $NL$