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1 Introduction

The factorization of a large sparse positive definite system of equations on a multiprocessor is an important problem. A number of parallel factorization schemes have been proposed, and a number of implementations have been developed [1, 4, 7, 12]. Unfortunately, the results of such implementations are typically presented as a single set of numbers, the parallel runtimes. Parallel runtimes are influenced by several important factors, including interprocessor communication costs, processor load imbalance, overheads introduced in order to distribute work, and processor cache behavior. In order to better understand how parallel factorization performance can be improved, we must obtain a better appreciation for the contributions of each of these factors to overall parallel runtime.

In this paper, we use a detailed multiprocessor simulator in order to measure the importance of the various factors which affect parallel runtime. We begin by studying the behavior of the parallel factorization scheme developed at the Oak Ridge National Laboratory. We present the speedups obtained on our parallel machine model, and investigate the reasons for the obtained results. We find that this scheme achieves good parallel speedups, as compared to the same scheme run on a single processor. The cost of communicating data between the processors is almost entirely offset by the reduction in the number of cache misses which occurs when more processors, and thus more cache memory, are available.

We then extend the Oak Ridge scheme by making use of the concept of supemodal elimination. In supemodal elimination, sets of matrix columns, called supemodes, are treated as single units, and the operations related to the columns in a set are performed as a group. We find that the consolidation of the work associated with a supemode provides substantial benefits for parallel factorization. Runtimes for single processor runs are decreased by a factor of two to three over the Oak Ridge scheme. The benefits are substantial for multiple-processor runs as well, although they decrease as the number of processors is increased. The benefits of the
consolidation of work that supemodes make possible must be traded against the load balancing problems which result from a larger task grain size. For larger numbers of processors, the supemodes must be broken into smaller pieces in order to keep the processors busy, thus decreasing the benefits.

To further improve the performance of supemodal factorization, we first examine how finely the supemodes should be split in order to keep multiple processors busy. We find that the benefits of decreasing processor idle time by splitting supemodes into finer pieces are offset by the overheads which come with the splitting. We also investigate a more dynamic scheme for assigning tasks to processors. In the Oak Ridge scheme, and our subsequent supemodal modification, all task assignment is done statically, before the factorization begins. We find that by assigning tasks more dynamically, the processor idle time is reduced, but the increased communication which results again offsets the benefits of the decreased idle time.

This paper is organized as follows: In section 2, we briefly discuss the problem of sparse Cholesky factorization. We assume the reader has some prior knowledge of sequential sparse Cholesky factorization methods. Then in section 3, we describe the parallel factorization scheme developed at the Oak Ridge National Laboratory. Section 4 describes the parallel machine model which we assume for our experiments, and in section 5 we present the results of factoring a number of benchmark matrices using the Oak Ridge scheme on our machine model. Section 6 describes how supemodal elimination can be incorporated into the Oak Ridge parallel factorization scheme, and in section 7 we examine the behavior of the resulting parallel factorization code. Section 8 discusses the load balancing problems which supemodes bring up, and considers a number of possible methods for alleviating these problems. Then in section 9, we examine in detail the behavior of parallel factorization schemes over time. That is, we look at how computation, processor utilization, and communication rates vary throughout the computation. In section 10 we discuss directions for future work and we conclude in section 11.

2 Sparse Cholesky Factorization

We now present a brief description of the problem of sparse Cholesky factorization, including a brief discussion of the concept of an elimination tree and the concept of supemodal elimination. The reader should consult [8] for further information on sparse factorization, [10] for further information on elimination trees, and [2] for further information on supemodal elimination.

Consider a system of equations, \(Ax = b\), where \(A\) is an \(n \times n\) sparse positive definite matrix, \(b\) is a column vector of length \(n\), and \(x\) is an unknown column vector, also of length \(n\). This sparse positive definite system of equations is typically solved using a sequence of four steps, in which the matrix \(A\) is factored into the form \(LL^T\) and the solution \(x\) is determined by performing a pair of triangular system solves. The first step, ordering, heuristically reorders the rows and columns of \(A\) in order to decrease the amount of fill in factor matrix \(L\). The second step, symbolic factorization, determines the non-zero structure of \(L\), and sets up storage for the factor. The third step, numerical factorization, determines the values of the non-zero elements in \(L\), using the structure determined in the symbolic factorization step. The fourth step, triangular solution, solves two triangular systems, using the \(L\) matrix computed in the numerical factorization, to determine the value of

This paper only considers the most time-consuming of the four steps, the numerical factorization step. We now present pseudo-code for a column-oriented method for performing the numerical factorization:

1. \(\text{for } k = 1 \text{ to } n \text{ do}\)
2. \(l_{kk} \leftarrow \sqrt{A_{kk}}\)
3. \(\text{for each } i \text{ s.t. } l_{kk} \neq 0 \text{ do}\)
4. \(l_{ik} \leftarrow l_{ik} / l_{kk}\)
5. \(\text{for each } j \text{ s.t. } l_{jk} \neq 0 \text{ do}\)
6. \(l_{x,j} \leftarrow l_{x,j} - l_{jk} * l_{x,k}\)
At each iteration, column $k$ has been modified by every column which will modify it. In steps 2 through 4, column $k$ is scaled by the square root of the diagonal, and it is then complete. This scaling operation is typically referred to as $cdiv(k)$. In steps 5 through 6, the newly completed column $k$ is used to modify all columns $j$ which are modified by it. The modification of a column $j$ by column $k$ is typically referred to as $cmod(j, k)$. The above pseudo-code can therefore be restated as:

1. for $k = 1$ to $n$ do
2.   $cdiv(k)$
5. for each $j$ s.t. $l_{jk} \neq 0$ do
6.   $cmod(j, k)$

In the above method for numerical factorization, the loop of statement 1 defines an order in which the columns are completed. That is, column $k$ will always be completed before all columns $k + c$, $c > 0$. This order is not necessarily the only order which will produce the correct result. Consider, for example, the case where column $k$ does not modify column $k + 1$. This means that column $k + 1$ does not depend on column $k$, and therefore it can be completed before column $k$, with exactly the same result. Looking ahead to parallel factorization, notice that columns $k$ and $k + 1$ could also be completed simultaneously, again with the same result.

The determination of which columns are dependent on which other columns is made simpler by looking at the elimination tree of matrix $A$[10]. Given a matrix $A$, with factor $L$, the parent of column $j$ in the elimination tree of $A$ is:

$$parent(j) = \min\{i | l_{ij} \neq 0, \ i > j\}$$

In other words, column $j$ is a child of column $i$ if and only if the first sub-diagonal non-zero of column $j$ in $L$ is in row $i$. It can be shown that a column will only modify its ancestors in the elimination tree, and equivalently that a column will only be modified by its descendents. Given this fact, it can be shown that columns which do not have an ancestor/descendent relationship in the elimination tree are independent of each other, and thus can be completed in parallel.

Consider the example matrix of Figure 1, and its elimination tree in Figure 2. We now consider the dependencies among the columns of this matrix, and how the numerical factorization of this matrix would proceed. We know that a column can only be modified by its descendents in the elimination tree. Since columns 1, 3, and 7 of the example matrix $A$ are leaves in the elimination tree of $A$, they are not dependent on any other columns. They can thus be completed immediately, in any order or in parallel. Once complete, their contributions to other columns are propagated. By the nature of elimination trees, we know that a column can only modify its ancestors in the tree. Thus, for example, column 7 can only modify columns 8 through 11. Similarly, column 3 can only modify columns 4 through 6 and columns 10 through 11. Once these contributions have been propagated, then columns 2 and 8 have received all contributions which will be made to them. All of their descendents in the elimination, names columns 1 and 7, have modified them. They are thus ready to be completed. This process of determining columns all of whose descendents in the elimination tree have been completed, and then completing them, continues until all columns in the matrix have been completed.
Another important concept in sparse factorization is the concept of the supernode. The term supemode is derived from the graph interpretation of a sparse matrix. In such an interpretation, columns of the matrix correspond to nodes in an undirected graph, and a non-zero in matrix location \((i, j)\) corresponds to an edge between the node representing column \(i\) and the node representing column \(j\). A supemode is a set of nodes in the graph representation of a factor matrix \(L\) with the following three properties. First, the column numbers of the nodes in the set form a contiguous block. Second, all nodes within the set are adjacent to all other nodes within the set. Third, if one considers the set of all nodes with larger column numbers than those of the nodes in the supemode, then all nodes in the supemode are adjacent to the same subset of these nodes. In the matrix representation of \(L\), a supemode appears as a set of adjacent columns with a dense triangular block on the diagonal, followed by identical non-zero structure for each of the columns below this block. For example, in the matrix of Figure 1, the supemodes are \(\{1, 2\}, \{3\}, \{4, 5, 6\}, \{7, 8, 9\}\), and \(\{10, 11\}\). Supernodal elimination, as opposed to nodal elimination, is the action of modifying a column by an entire supemode instead of simply by a single column [2].

By making use of the fact that the columns within a supemode have such similar structure, supemodal elimination can provide substantial advantages over a nodal elimination approach. One important advantage is that supemodal elimination decreases the number of references to index vectors needed. Since all of the columns in a supemode have the same structure, the indices corresponding to the non-zeroes in the supemode need only be referenced once per supemode, instead of once per column, when performing a column modification. Another significant advantage comes from the fact that supemodal elimination permits a form of loop unrolling which decreases the number of loads and stores done from/to memory. This unrolling allows one to perform many modifications to a data item once it has been loaded into a register. The result is a substantial decrease in the total number of loads and stores, and thus a reduction in the amount of memory traffic. The loop unrolling available in non-supemodal factorization does not permit multiple modifications to a loaded data item, and thus only decreases loop overhead, a much less important component of factorization time. The third benefit of supemodal elimination is the ability to better utilize the processor cache. By making possible a number of cache-miss reducing techniques, supemodal elimination allows one to substantially decrease the number of cache misses which occur in factoring large matrices. The net effect of these three advantages was a threefold improvement in Cholesky factorization speed over a purely nodal code, SPARSPAK, on a DECStation 3100 as shown in [15].

3 Parallel Sparse Factorization

3.1 An Overview of the ORNL Scheme

The parallel factorization scheme developed at the Oak Ridge National Laboratory (ORNL scheme) performs sparse Cholesky factorization on a local-memory multiprocessor [7]. On such a machine, a processor can only access the memory local to it. All communication between processors is accomplished by passing messages
1. while I own a column which is not complete do
2.     if \( nm\ mod[k] = 0 \) then --- \( k \) is ready to be completed
3.         cd\( \text{div}(k) \)
4.             send \( k \) to processors which own columns \( \{ j | j > k, l_{jk} ≠ 0 \} \)
5.     else
6.         receive a column \( k \)
7.         for each \( j \) s.t. \( l_{jk} ≠ 0 \) which I own do
8.             cm\( \text{mod}(j, k) \)

Figure 3 : Oak Ridge parallel factorization algorithm.

on an interconnection network. In the ORNL scheme, each column of the matrix is assigned to a particular processor, which we refer to as the column’s owner. The method for determining the distribution of columns to processors will be discussed later in this section. The storage for a column is allocated in the local memory of its owner, and all modifications to a column are performed by the owner processor.

Before beginning the numerical factorization process, the ORNL scheme first examines the structure of the matrix in order to determine the number of columns which will modify each column \( k \). This number, which is referred to as \( nm\ mod[k] \), is decremented when a modification to column \( k \) occurs during the factorization process. Once this count reaches zero, then all modifications to column \( k \) have been performed and column \( k \) is ready to be completed.

The overall structure of the parallel factorization computation is as follows. A processor chooses a column \( k \) which it owns and which is ready to be completed, and performs a \( cd\text{iv}() \) operation on it. The processor then sends a message containing the completed numerical values of column \( k \) to each processor which owns a column which is modified by \( k \). Once all columns which can be completed are completed, then the processor waits to receive a message containing the values of some newly completed column owned by another processor. The processor performs a \( cm\text{od}() \) on all such columns, which may result in more columns becoming ready to be completed. This process repeats until all columns have been completed. A pseudo-code description of this algorithm appears in Figure 3. Note that this code is executed by each processor.

Our implementation contains a slight optimization to the \( cm\text{od}() \) operation \(^1\). Usually, when modifying column \( j \) by column \( k \), for each non-zero in column \( k \) we must search for the non-zero which appears in the corresponding row in column \( j \). Our optimization simply checks whether the number of non-zeroes in column \( j \) is equal to the number of non-zeroes below row \( j \) in column \( k \). If they are equal, then the columns have the same structure for the purposes of this \( cm\text{od}() \), and no search in column \( j \) is necessary. This modification improves performance by approximately 10% for relatively sparse matrices, and by approximately 40% for dense matrices.

### 3.2 Distribution of Columns to Processors

We now return to the issue of how columns are distributed to processors in the ORNL scheme. The column distribution must be performed with a number of considerations in mind. First, since sending a message between two processors is an expensive operation, the distribution should strive to keep the number of messages as low as possible. Clearly this is not the only objective, though, since assigning all columns to a single processor results in an ideal zero messages. In order to make effective use of a number of processors, the computational load must also be well balanced. Since each processor is responsible for performing all modifications to the columns which it owns, the columns should be distributed such that the processor workloads are as uniform as possible. Furthermore, the distribution must be made such that processors do not spend large amounts of time sitting idle, waiting for columns owned by other processors to be completed and sent.

One distribution technique which provides excellent load balancing characteristics is the wrap-mapping, where column \( k \) is assigned to processor \( k \mod P \). This interleaving of columns, with each processor receiving an approximately equal number of columns, makes it unlikely that any processor will have too much work to

\(^1\)It is not clear from [7] whether this optimization was present in the original ORNL implementation.
do. Similarly, significant idle time is unlikely with such a mix of columns assigned to each processor. However, this scheme has been shown to require an enormous number of interprocessor messages [9].

An alternative to the wrap-mapping described above is the subtree-to-subcube mapping [9]. Subcube refers to an $n - 1$ dimensional subcube of an $n$ dimensional hypercube, the topology which was employed in the interconnection network of the multiprocessor used in their experiments. This mapping uses the elimination tree of the matrix to determine how columns should be distributed. In our previous discussion of elimination trees, it was noted that columns with no ancestor/descendent relationship between them in the elimination tree are independent, and thus can be processed simultaneously. The columns of an elimination tree can therefore be divided in the following way. We start at the root of the elimination tree, and proceed down the tree until a node with more than one child is reached. The children of this node are root nodes of a set of subtrees. Since no node in any of these subtrees can be an ancestor or descendant of any node in the other subtrees, these subtrees are independent. The elimination tree can thus be divided into a set of subtasks based on these subtrees. The subtasks will be referred to as follows. The set of nodes on the path from the root to the first node with more than one child is called the separator subtask. The subtrees rooted at the children of that node are simply called independent subtasks. Note that while the independent subtasks are independent of each other, the separator subtask is dependent on all of the independent subtasks. A single separator subtask will typically generate only two independent subtasks. As an example of such a division, the elimination tree of Figure 2 would be divided as follows: nodes 10 and 11 would form the separator subtask, and the subtrees rooted at node 6 and node 9 would form the independent subtasks.

The subtree-to-subcube mapping takes a divide-and-conquer approach to parallel factorization, making use of the ability to split an elimination tree into a number of independent pieces. It recursively distributes the work of the factorization among $P$ processors as follows: The factorization task is divided into three subtasks, as in the previous paragraph. For the subtree-to-subcube mapping, the hope is that the two resulting independent subtasks will require approximately the same amount of time to complete. These two subtasks are distributed to two disjoint subsets of the $P$ available processors, each subset of size $P/2$ (i.e., subcubes in the hypercube). Once these two subtasks have been completed, the separator subtask is computed by all $P$ processors. This division of work continues recursively until $P = 1$, at which point all of the columns in the remaining subtask are assigned to one processor. Columns in a separator subtask are assigned to the processors responsible for that subtask in a wrap-mapping fashion.

The subtree-to-subcube mapping has proven to be an effective distribution technique for matrices where the nested dissection ordering heuristic [8] generates good orderings. The ORNL parallel factorization scheme requires substantially fewer messages with the subtree-to-subcube mapping than with the wrap-mapping. In general, nested dissection is an effective ordering heuristic for matrices which result from finite element problems. However, in the case where nested dissection does not generate a good ordering, the subtree-to-subcube mapping can be substantially less effective. One potential reason for a loss of effectiveness is the fact that a poor ordering can produce large amounts of fill in the factor and thus can result in much more work being required in order to compute the factor. In the sequential factorization case, this extra work can often be avoided by using a different ordering heuristic, such as the minimum degree ordering [8]. In this case, the speedups of the multiprocessor implementation which relies on the nested dissection ordering will suffer, due to the poor uniprocessor performance relative to a sequential code which uses a minimum degree ordering. Another possible reason for performance loss when using the subtree-to-subcube mapping is the potential for unbalanced subtasks. The load balancing of the subtree-to-subcube mapping is highly dependent on the relative amounts of time that each of the two independent subtasks require in order to complete. If one subtask completes significantly earlier than the other, then the processors responsible for the completed subtask will be idle until the other subtask completes.

Geist and Ng [6] have developed a column distribution scheme which addresses the case where it is either not possible or simply not desirable to divide a factorization task into two nearly-equal size subtasks. The basic goal of their scheme is to assign some set of subtasks to each processor such that all processors have roughly the same amount of work assigned to them. Their method can briefly be described as follows: A pool of subtasks is maintained, with all subtasks in the pool independent of each other. Associated with each subtask is an estimate of the amount of time which the subtask would require to complete. The estimate which they choose is simply the number of floating point operations performed when processing the subtask. The tasks in the current pool are distributed heuristically to the available processors, with the goal of making the difference between the largest and smallest amount of work assigned to any one processor as “small” as possible. If an acceptable
distribution of work is not found for the current pool of tasks, then the task with the largest estimated runtime is split into three subtasks, as in the subtree-to-subcube scheme. The two independent subtasks are placed into the task pool, and the separator subtask is distributed among all of the available processors. The task pool now contains a different mix of tasks, and an even distribution is again attempted. This process repeats until an acceptable balance in the amount of work assigned to each processor is achieved.

A great deal of work is being done (see, for example, [11]) on the problem of how to distribute the factorization work so as to achieve low communication, as was achieved in the subtree-to-subcube mapping approach, while also maintaining good load balancing for the full spectrum of matrices which are encountered in practice. However, at this point it is not clear that any general purpose approach to the problem has been developed. Since we are interested in studying general purpose parallel sparse factorization, the subtree-to-subcube mapping is not appropriate for our study. We will therefore study the subtask partitioning approach of Geist and Ng.

In this section we have summarized some of the work which has been done on parallel sparse Cholesky factorization. We have provided an overview of the scheme developed at the Oak Ridge National Laboratory, and have discussed some of the column assignment issues which this scheme brings up. We will now study the performance of the ORNL scheme using a detailed multiprocessor simulator, in order to learn more about the demands which the ORNL scheme places on multiprocessor hardware.

4 Multiprocessor Model

The machine model which we have chosen for our simulated multiprocessor is an attempt at extracting the most important characteristics of the Stanford DASH multiprocessor [14]. The DASH machine is a scalable shared-memory architecture with coherent caches currently being built at Stanford. A directory-based protocol is used to keep the caches coherent. We now present a brief overview of our machine model, and the tools which we use to simulate this multiprocessor model.

Our simulated shared-memory machine consists of a number of processing nodes, each containing a 64 Kilobyte data cache and a portion of global memory. The processing nodes communicate with each other through an interconnection network. The high-level organization of our machine model is shown in Figure 4. The base processor in our machine is identical to that used in the DASH prototype, the MIPS R3000/R3010 running at 25 MHz. In a typical system, this processor is nominally rated at 20 MIPS and 4 MFLOPS. The processor data cache can hold the contents of any location in global memory, not just the locations held in the memory local to the processor. A directory is kept with each location in memory, which keeps track of the set of processors which are currently caching that particular location. When a processor reads a location, a read request is sent to the node in which the requested memory location resides. The contents of that location are returned to the requesting processor, and a bit is set in the directory of that location, indicating that the location now resides in the cache of the requesting processor. When a write is done to a memory location, the directory
of that location is used in order to send invalidate messages to all caches which contain a copy of that location.

Naturally, reading a memory location which is non-local requires more time than reading a local memory location. In our machine model, we assume the following costs for memory operations. These costs are estimates of what these operations will actually cost on the DASH prototype. All writes are assumed to require a single processor cycle. While the write will obviously not complete in a single cycle, a write buffer enables the processor to continue its computation while the write is being serviced. A processor read which hits in the cache is serviced in a single processor cycle, and does not involve any memory module. A read which misses, on the other hand, must be serviced by some memory module. If the location accessed is stored in the memory module local to the processor which issued the access, then the cache miss can be serviced locally, requiring 20 processor cycles. This will be referred to as a local cache miss throughout this paper. If the location is stored in a remote memory module, then the request requires communication between two distinct nodes of the multiprocessor. The node from which the memory request was issued must send a message to the node in which the requested location is stored. That node will then reply with the contents of the requested location. This transaction requires two messages to be sent on the interconnection network, one to request location and one to provide its contents, and thus will be referred to as a two-hop cache miss throughout the paper. A two-hop cache miss requires 60 cycles to service. The third possibility for a read miss is that the location is requested by one node, has its home in a second node, and is currently in a modified, or dirty state in the processor cache of a third node. In this case, one message is sent from the requester node to the home node to request the location, another message is sent from the home node to the node where the location is dirty, and a third message is sent from the node where the location is dirty to the node which requested the location providing the contents of that location. This transaction will be referred to as a three-hop cache miss; it requires 80 processor cycles to service.

The accurate simulation of a machine with the above characteristics is made possible by the Tango [3] architectural simulation tool developed at Stanford. Tango allows the user to take parallel code, annotated with parallel constructs from the ANL macro package [13], and simulate its multiple processor execution on a single processor. Note that the actual parallel code is executed during the simulation. The source code can be recompiled and run, unmodified, on a true multiprocessor. Tango allows the user to trap all memory references made by the program, thus allowing the monitoring of memory traffic and the simulation of any desired memory system. For the simulation results which follow, we implemented the memory model described in the previous paragraph by catching each memory reference and determining the amount of time which would be required to service it. In Tango, each simulated processor has a virtual time associated with it. The effect of the latency of a cache miss is modeled by simply incrementing the issuing processor’s virtual time by the appropriate amount.

Note that our machine model says nothing about the interconnection between nodes in the multiprocessor. In the DASH prototype, a two-dimensional mesh interconnect is being used, but we ignore this aspect of the multiprocessor architecture here. While this omission may represent an optimistic view of multiprocessor performance, we believe that any inaccuracies which result from this simplification will be small. This is due to the following two assumptions. First, we assume that the non-local cache miss service time will be effectively independent of the number of intermediate nodes through which a message must travel. In the DASH prototype, the time it takes a message to propagate to its destination is a very small part of the overall cache miss latency. Therefore, a small increase in the propagation time has little effect on the overall latency. Our second assumption is that contention on the network will be small. Data traffic results which will be presented later in this paper will serve to back up this claim. The main reason for our omission of network considerations is simulation runtime. Without any network simulation, the ratio of simulation time to real time is approximately 1000 to 1. In other words, a run which would require 1 second on a real machine requires approximately 1000 seconds to simulate. With the added overhead of an accurate interconnection network model, this ratio would have increased to the point where this study would no longer have been feasible.

5 Simulation Results for the Oak Ridge Scheme

We now present the results of executing the Oak Ridge parallel factorization scheme on our simulated multiprocessor. Throughout the rest of this paper, we will study a set of three benchmark matrices. The first, LSPR3466, comes from a finite element discretization of an L-shaped region. We have chosen it in order to represent the class of matrices which result from the discretization of two-dimensional domains. The second
matrix, BCSSTK15, is the global stiffness matrix for a module of an offshore platform. This matrix was chosen as a representative of the three-dimensional problem domain. The third matrix, DENSE750, is simply a dense 750 by 750 matrix. The dense problem is included because it removes some of the complexities of the sparse problems, thus presenting an easier to understand problem, while still retaining aspects which are important to sparse problems. Matrices LSHP3466 and BCSSTK15 come from the Boeing-Harwell Sparse Matrix Test Collection [5].

Before we present multiprocessor speedups for our implementation of the ORNL scheme, we must first discuss how the factorization data structures are distributed among the local memories of the processors. The arrangement of data is an important issue which can have a dramatic effect on the amount of communication necessary, and consequently on the overall runtime. We have tried to keep data local to the processor which uses it. This is not difficult for the data structures which are read-only during the numerical factorization. The primary example of these is the set of data structures which keep track of where non-zero values are present in the factor matrix. The structure of the factor is known before the numerical factorization begins, since it is computed in the symbolic factorization phase. All read-only data structures are replicated, so that each processing node has its own copy in local memory. The data structures which are modified during the numerical factorization, the primary example being the structure containing the non-zero values in the factor matrix, are distributed among the memory modules based on column ownership. In other words, the storage for the non-zero values of a column is allocated in the memory module of the processor which owns that column. The only accesses which a processor makes to non-local memory modules occur when a column modification is done. If column \( j \) is to modify column \( k \), then the processor which owns column \( k \) reads the possibly non-local values in column \( j \). In order to quantify the relative sizes of the replicated and distributed data structures, we look at figures for 32 processor runs. Since 32 is the largest number of processors which we use in our simulations, these figures represent the largest percentage of overall storage that replicated data will require. We find that replicated data consumes 89%, 67%, and 20% of total storage for LSHP3466, BCSSTK15, and DENSE750, respectively. Some of the read-only data is read sufficiently infrequently that it could be distributed without a significant loss in performance, but we do not study this issue in this paper.

In Figure 5 we present the speedups obtained with the ORNL scheme on our three test matrices. Note that these speedups are relative to the performance of the parallel code on a single processor. A true sequential code would be somewhat faster, thus resulting in smaller speedups; we will return to this issue later in this paper.

In order to better display the behavior of the parallel code, we now present runtime breakdown graphs, where we attempt to break down the total runtime of the factorization into its most important and most easily identified components. The first component which we distinguish is simply processor utilization, the percentage of the total runtime which each processor spends executing useful program instructions. We define useful instructions
to be those instructions which would be executed when factoring the same matrix on a single processor. This portion is the main determinant of how effectively the processors are being used, and thus how quickly the matrix is factored. The next component in the breakdown is multiprocessing overhead, which gives the percent of time spent executing program instructions which are introduced strictly in order to allow parallelism in the program. Such overhead is generally unavoidable in writing parallel programs, due to the fact that it requires more work to coordinate a number of processors than it does to simply use a single processor. The next component, idle time, gives the percent of time each processor spends with nothing to do. Again, idle time is virtually unavoidable in parallel programs. Unless the computation can be perfectly load balanced, processors will sometimes be left with nothing to do. The next component, two-hop cache misses, gives the percent of time spent in fetching data from non-local memory. Two-hop cache misses are the method by which processors communicate in our multiprocessor machine model, and thus this component measures the cost of interprocessor communication when factoring the matrix. Finally, the local cache misses component gives the percent of time each processor spends fetching data items from its local memory.

In Figure 6 we give runtime breakdown graphs for the two matrices which achieve near-linear speedup, DENSE750 and BCSSTK15. This figure shows, for example, that in factoring matrix BCSSTK15 on a single processor, roughly 40% of the runtime is spent waiting for cache misses to be serviced, while the other 60% is spent executing the instructions of the factorization code. Similarly, when factoring BCSSTK15 on 32 processors, roughly 20% of the runtime is spent servicing local cache misses, roughly 25% is spent servicing non-local cache misses, and roughly 45% is spent executing program instructions.

Not surprisingly, as the number of processors is increased, the percentage of time spent in communicating information between processors (which is reflected in the two-hop misses section of the graphs) increases as well. For both matrices, however, this increase in communication cost is almost entirely offset by a decrease in the cost of servicing local cache misses. This decrease can be explained as follows. Each processor is statically assigned a portion of the matrix on which it will work. As the number of processors is increased, clearly the size of the portion assigned to each processor decreases. Since the amount of cache memory per processor remains constant (at 64 Kbytes), the cache becomes more effective when used to cache a smaller data set.

In figure 7, we give a runtime breakdown for the smaller matrix, LSHP3466. Note that a much smaller percentage of time is spent servicing cache misses for this matrix, as compared to the previous two. For the single processor run, cache misses comprise less than 15% of the runtime, as compared with the 40% or more which was spent here for the previous matrices. This superior cache performance is to be expected, since LSHP3466
is a much smaller matrix than either BCSSTK15 or DENSE750 (LSHP3466 has 83,116 non-zeroes in its factor, while BCSSTK15 has 647,274 and DENSE750 has 280,875). As the number of processors is increased, the communication cost again increases, but for this matrix the cost of cache misses does not significantly decrease. The cache of a single processor is sufficiently large for this matrix that adding more cache provides little benefit. The net result is substantially lower speedups than for the larger matrices.

Thus we see that as the number of processors is increased, the increase in communication cost is traded against a decrease in the number of local cache misses due to a larger aggregate cache. For matrices where a larger cache provides significant cache miss benefits, the result is near-linear speedup. However, in the case where adding more cache does not result in substantially fewer cache misses, multiprocessor speedups are degraded by the cost of interprocessor communication.

6 Incorporating Supernodes into Parallel Sparse Factorization

One important assumption underlying the Oak Ridge parallel factorization scheme is that the natural task grain size for parallel factorization is cancellation by a single completed column. That is, they assume that since sequential codes perform the factorization by canceling by single columns, a parallel code which does the same will not necessarily introduce any substantial overheads. However, sequential factorization codes have recently been developed which realize substantial reductions in runtime by making use of the supenodal structure of a matrix [2, 15]. Rather than canceling by a single completed column, these codes cancel by a supemode, a potentially large set of columns. Thus, the natural task grain size for a parallel factorization code based on the more efficient supenodal elimination is cancellation by a set of columns, a much larger grain than that employed in the ORNL scheme. In this section, we modify the ORNL factorization scheme to make use of the supenodal structure of the factor, look at the issues which the increase in grain size bring up, and compare the resulting code to the original ORNL code.

In order to integrate supenodal elimination into the ORNL parallel factorization scheme, we make the following modification. Where in the ORNL scheme columns were distributed among the processors, we now distribute supernodes. In the ORNL scheme, once a column $k$ has been completed, it is distributed to all processors which contain columns which are modified by it. Analogously, in our supenodal scheme, once an entire supemode has been completed, it is distributed to all processors which contain columns which are modified...
by it. Note that since all of the columns within a supemode modify the same set of columns, distributing the entire supemode never results in data being sent to a processor which does not need it.

The most obvious difficulty with such a modification is the load balancing problem which results from moving from a small grain workload division, namely by single columns, to a much larger unit, the supemode. In the most extreme case, the matrix DENSE750, the entire matrix is a single supemode. Consequently, if supemodes were treated as indivisible tasks, then this matrix would provide no opportunity for concurrency. Of course, sparse matrices contain many more than a single supemode and thus the reduction in available concurrency would not be quite so severe. The reduction is still substantial, however. Thus, in order to make use of a number of processors, the work of a supemode must be divided.

In splitting the work of a supemode, three important factors come into play. The first factor, which we have already discussed, is that if the work of a supemode is not split into sufficiently many pieces, then processors will go idle. Another important and competing factor, however, is due to the fact that the entire benefit of making use of supemodes comes from the consolidation of work which they allow. In splitting the work of supemodes, we must therefore attempt to retain to as great an extent as possible the benefits which supemodes provide. The third factor, common to many parallel processing problems, is the cost of communication relative to the cost of computation. That is, we must make sure that the benefit of having work done on another processor does not exceed the cost of communicating the data needed to do that work. Our goal in splitting the work of supemodes is thus to achieve the highest performance by striking a balance between processor utilization, the overhead of parallelization, and the cost of communication.

Because of these factors, we see that the question of how the work of a supemode should be divided is really two separate questions. The first question is, how can the work within a particular supemode be divided in order that some given number of processors can work on it at the same time? The second question is, how many processors will be available when a particular supemode is ready to be processed? Since there will be an overhead associated with splitting a supemode, we wish to avoid unnecessary splitting.

We first deal with the question of how to allow a number of processors to work within a single supemode. We have chosen to split the work contained within an individual supemode by doing a vertical splitting of the supemode. By vertical, we mean that the work of supemode is divided by drawing vertical lines through the supemode, and allowing each resulting section to be distributed to a different processor. In other words, our vertical splitting corresponds to dividing the original supemode into a set of smaller supemodes, each a subset of the original supemode. For example, the dense matrix of Figure 8, which would ordinarily be treated as a single supemode, is pictured as having been split into 8 smaller supemodes. In the limit, our vertical splitting scheme splits supemodes into vertical sections of size one, or single columns, and would thus be no different from the nodal factorization method.

In order to determine the extent to which a particular supemode should be split, we must arrive at an estimate of how many processors will be available when that supemode is to be processed. For example, we wish to avoid splitting a supemode into only two parts if four processors will be available. On the other hand, we wish to avoid splitting the work of a supemode into four parts if only two processors will be working on it at once.

![Figure 8: Vertical splitting of matrix DENSE750.](image)
In order to motivate our splitting strategy, we return to the example matrix of Figure 1. Consider supemode \{10, 11\} of this matrix. The elimination tree of Figure 2 shows us that the two columns in this supemode are dependent on all other columns of the matrix, and similarly that column 11 is dependent on column 10. Thus neither of these columns can be completed until all other columns in the matrix are complete. This means that when this supemode is ready to be completed, no other factorization work is available to be distributed, and thus any processors which are not working on this supemode will be sitting idle. In general, all processors performing the factorization will be available to work on the supemode at the root of the elimination tree. Thus, we wish to divide this supemode so that all of these processors can work on it simultaneously.

The issue of how many processors will be available to work on a particular supemode becomes more difficult as we move down the elimination tree. The answer becomes dependent on the schedule chosen for the completion of the columns of the matrix. Consider, for example, the supemodes \{(4, 5, 6)\} and \{(7, 8, 9)\}. If we wish to factor this matrix using two processors, then it is not clear how many processors will work on each of these supemodes. One processor might work on columns 1, 2, and 3, while the other works on the entire supemode \{(7, 8, 9)\}. Then supemode \{(4, 5, 6)\} would be worked on by both processors simultaneously. On the other hand, one processor could work on columns 1 and 2, while the other works on column 3, and then once these are complete, one processor could work alone on supemode \{(4, 5, 6)\} while the other works on \{(7, 8, 9)\}. Even for a matrix with only 11 columns, it is not clear how best to distribute columns to processors or how many processors will be available to work on a given supemode. Our benchmark matrices contain thousands of columns, which make studying the effects of small-scale scheduling decisions impossible.

Given the fact that the space of all possible schedules can not be exhaustively searched, we must use heuristics to determine how to split supemodes in order to allow for concurrent work while at the same time not introducing excessive overheads or communication costs. We have tried a number of different heuristic methods for determining the amount of splitting necessary. The most effective of these methods all had one property in common. In order to balance the overhead introduced when a supemode is split against the idle time which may result from having too few pieces, these methods split the supemodes near the root of the elimination tree into many small pieces, and decreased the amount of splitting as they moved further from the root.

In order to intuitively explain why the amount of splitting should decrease as we traverse further down into the elimination tree, we must consider two facts associated with the elimination tree and the factorization in general. The first is that, as we move down the elimination tree, the tree branches out into a number of subtrees. As was discussed earlier, each of these subtrees represents a piece of work which is independent of the work in all other subtrees. As the number of independent subtrees increases, we would expect that the number of processors working within a subtree will decrease, thus requiring less division of supemodes. Thus, it is not surprising that as the tree branches out, we can decrease the amount of supemode splitting.

The second and somewhat more surprising fact is that the splitting can be decreased even as we move down a single supemode. This is due to the nature of the parallelism which a vertical splitting of supemodes makes possible. Since the columns within a supemode are dependent on all previous columns within the same supemode, later columns cannot be completed until all earlier ones have been completed. Thus the main source of concurrency within a supemode is the pipelining of the work of dependent columns. That is, the completion of columns is overlapped with the propagation of contributions from previously completed columns. Consider, for example, the factorization of matrix DENSE750 with 4 processors (see Figure 8). Each piece of the matrix is assigned to the processor whose number is indicated. The factorization begins with processor 1 completing piece 1. This is done by first computing all contributions of columns within the piece to other columns within the piece, and then scaling the columns. Once this is done, then the contributions of piece 1 are propagated to all other pieces. Thus, for example, processor 4 will modify the columns of the pieces which it owns by the columns of the completed piece. Note that processor 2 does not immediately modify all of the pieces which it owns. It will modify piece 2 of the matrix, and then complete that piece, and only then will it modify piece 5. In this way, the completion of piece 2 on processor 2 will be overlapped with the propagation of the contributions of piece 1 on the other processors. Then the contributions of piece 2 to other pieces will be ready to be propagated by the time the other processors are finished with propagating the contributions of piece 1. This pipelining process continues until all pieces have been completed. Note that not much concurrency can be exploited during the completion of the final pieces of the matrix. For example, if piece 6 is in the process of being completed, then processor 1 has nothing left to do and must sit idle for the remainder of the factorization. Furthermore, as each subsequent piece is completed, one more processor runs out of work to do and becomes idle. This effect is typically known as pipeline draining.
The effect of the loss of concurrency due to pipeline draining can be kept small by making the pieces towards the end of the supemode small. As we move away from the end of the supemode, pipeline draining ceases to be an issue, and the main issue becomes the smooth overlap of the completion of one piece with the propagation of the contributions of previous pieces. Note that as we move further from the end, the amount of propagation work available to make up for the dependencies between pieces increases, and thus the size of the pieces can be increased. We observed that on the dense problem, performance can be improved by 10% by gradually increasing the size of the pieces instead of choosing a fixed size piece.

Due to the above-mentioned observations, we decided to divide supemodes based strictly on their depth in the elimination tree. Our splitting scheme can be described as follows. We being at the root of the elimination tree and traverse down the tree. We split the supemode at the root of the tree into pieces of four columns each as we traverse. Four column pieces retain many of the benefits of larger supemodes while at the same time not being so large that they would severely limit concurrency. We continue traversing and dividing until we have generated $3 \times P$ pieces of size four, where $P$ is the number of processors cooperating on the factorization. The number 3 was determined empirically. Once we reach this point, then we begin splitting supemodes into pieces of size eight. Similarly, once we have generated $3 \times P$ pieces of size eight, we then generate pieces of size twelve. When a branch in the elimination tree is reached, we continue down each branch, treating each as if it were still the only path. That is, if we were on our third piece of size eight and we reached a branch in the tree, then we would begin one side of branch with the fourth piece of size eight, and we would also begin the other side of the branch with the fourth piece of size eight.

We modify the above division scheme slightly in order to improve cache miss behavior. In [15], it was shown that the number of cache misses incurred in performing sparse factorization are substantially reduced if the non-zeroes in a supemode all fit in the processor cache. Thus, any piece resulting from the above splitting scheme which is larger than the cache is split into smaller pieces which do fit in the cache.

The above-described splitting strategy achieves our goal of gradually increasing the piece size within a supemode. It also achieves our goal of increasing the piece size as more and more subtrees are available. In our splitting scheme, supemodes are split into multiples of 4 columns because the loop unrolling in supemode cancellation is done in multiples of 4. In general, pieces of size less than 4 were not observed to improved performance.

The one remaining issue which must be resolved before the above supemode division scheme can be incorporated into a working parallel code is the issue of assigning the resulting pieces to specific processors. Recall that each column must be statically placed on a particular processor, and that processor will handle all work associated with that column. We have decided to take the same approach in our supemodal code which was taken in the ORNL scheme, a wrap-mapping of supemodes to processors. That is, we assign the $n$th supemode in the matrix to processor $n \mod P$. In this way, each processor works on a number of threads of the factorization computation at once, thus reducing the likelihood that avoidable idle time will be incurred. A wrap-mapping also does a good job of balancing the computational load among the processors.

We have implemented a parallel supemodal factorization code which incorporates these design decisions. In the next section, we will look at the performance of this code, compare its performance with that of the ORNL code, and examine the issues which the supemodal code brings up.

7 Simulation Results for the Supernodal Scheme

In Figure 9 we give parallel speedups for our supemodal scheme, as compared with those of the ORNL scheme. In order to make the relative speeds of the two schemes more clear, Figure 10 shows the ratios for each of the three benchmark matrices of the runtime of the ORNL scheme to the runtime of the supemodal scheme when run on the same matrix. In looking at Figures 9 and 10, it is clear that the supemodal parallel scheme runs much faster than the ORNL scheme for all of the three test matrices. It executes between two and three times as fast when run on a single processor, and roughly 50% faster when run on thirty-two processors. This speed advantage can better be explained by comparing the graphs of Figure 11, where we give runtime breakdowns for our parallel supemodal scheme, to the corresponding graphs in Figures 6 and 7. We notice a number of substantial differences in the processor utilization patterns of these two factorization schemes.

The first and most important difference, which is not immediately obvious from the data presented so far,
Figure 9: Speedups for ORNL and supernodal schemes, both relative to a highly efficient sequential code.

Figure 10: Ratio of ORNL runtime to supernodal runtime.
Figure 11: Processor utilization for supemodal scheme.
is that the supemodal scheme executes roughly half as many instructions as the ORNL scheme in factoring the same sparse matrix. Thus we observe that, even though both schemes have nearly equal processor utilization when factoring matrix LSHP3466 on a single processor, the runtime for the supemodal scheme is roughly half that of the ORNL scheme. Similarly, the uniprocessor utilization figure for the supemodal scheme on matrix BCSSTK15 is less than 50% higher than the corresponding figure for the ORNL scheme, yet the runtime is almost 3 times smaller. This substantial reduction in the number of instructions executed is due to the loop unrolling and the decrease in index access which result from performing supemodal elimination, as was discussed earlier.

Another important observation is that for the larger matrices, the supemodal scheme spends a substantially smaller percentage of its time in servicing local cache misses when executed on a single processor. Furthermore, this is a smaller percentage of a smaller runtime, thus representing a much smaller absolute number of misses. This decrease is due to the cache miss reduction techniques which supemodes make possible.

We also observe that, in moving from a nodal parallel factorization scheme to a supemodal scheme, the bottleneck has shifted. In the ORNL scheme, the single largest component of runtime for the 32 processor runs was processor utilization. The rate at which the factorization proceeds was mainly limited by the speed at which the individual processors could execute instructions. In the supemodal scheme, processors spend roughly the same amount of time sitting idle as they spend executing useful instructions. The load balancing for the supemodal work distribution is much worse than that of the nodal work distribution. In the next section, we attempt to further improve factorization performance by decreasing the processor idle time which results from supemodal elimination.

8 Improving Load Balancing

In the previous section, we discovered that processor idle time is a substantial component of multiprocessor runtime for the supemodal factorization scheme. This idle time has two possible sources. It may be due to an insufficient quantity of available concurrency. That is, there might not be a sufficient amount of distributable work available to keep all of the processors busy. Alternatively, there may be a sufficient number of distributable tasks, but these tasks may be statically assigned to processors which are already busy. One processor might have a large number of tasks waiting to complete, while another processor sits idle. In this section we investigate the sources of processor idle time, and we try a number of modifications to the supemodal scheme in an attempt to improve parallel runtimes by reducing this idle time.

8.1 Varying the Supernode Division Strategy

In order to further examine the possibility that the idle time is due to a lack of distributable work, we now look at the effect of varying the number of pieces into which a supemode is divided. So far in our parallel code, we have divided a supemode based on its depth in the elimination tree. Whenever 3 x P pieces are available above a given supemode, then the size of the pieces into which the supemode is divided is increased. We say that the supernode division rate is 3. Figure 12 gives the runtimes, when using 16 processors, for a number of different choices of supemodal division rates. The runtimes are expressed as a fraction of the runtime obtained when using a division rate of 3. In this figure, a larger division rate represents a finer division of supemodes. A very large rate, for example, would correspond to splitting all supemodes into four column pieces. At the other end of the spectrum, a division rate of 0 corresponds to almost no splitting of supemodes. Note that supemodes which are larger than the processor cache are still split. As can be seen from this figure, with the exception of the smallest division rates, the differences in runtimes between various splitting strategies are not extremely large. However, what is not clear from the figure is that the idle percentages are quite different for the various division rate. For example, when factoring matrix BCSSTK15 using a division rate of 1, 30% of the processor’s time is spent idle. When using a division rate of 8, only 12% is spent idle. This is despite the fact that the runtimes are nearly identical In general, the decrease in idle time which comes with a finer division of supemodes does not translate into faster runtimes. Rather, this decrease is offset by the increase in overhead and communication which results when supemodes are divided into smaller pieces.
8.2 Dynamic Supernodal Approach

We now look into the possibility that the idle time is the result of distributable tasks which are simply not distributed to idle processors. Since our simulated machine implements shared memory, we can easily modify our supemodal factorization code so that task assignment is more dynamic. That is, we can assign tasks to processors as they become available, as compared to deciding on a static assignment before the factorization begins. We now investigate whether, by using a more dynamic task assignment strategy, the idle time can be substantially reduced.

Our dynamic parallel factorization scheme differs only slightly from the static scheme. In the dynamic scheme, each processor has access to the task queues of all other processors as well as its own task queue. If a processor is ready to process a new task and has no tasks currently waiting on its queue, then it will look for an unprocessed task on the task queue of some other processor. Note that in this dynamic supemodal factorization scheme, a task obtained from the task queue of some other processor will require the modification of columns which the performing processor does not own. This increases the amount of interprocessor communication. Also, since it is now possible that a number of processors might wish to modify the same column at the same time, the dynamic scheme requires that a lock be associated with each column of the matrix. Before a processor may modify a column, it must first obtain the lock which corresponds to that column.

Our dynamic factorization scheme clearly has the advantage that if some task exists, then it will be available to any processor which is currently able to perform it. The main disadvantage of this scheme is that it generates more inter-processor communication than the static scheme. In Figure 13, we show the ratios of the runtimes for our dynamic supemodal scheme, as described above, to those of our static scheme for various numbers of processors. We also give runtime breakdowns for our dynamic supemodal scheme in Figure 14. We note from Figure 13 that the dynamic scheme is not substantially faster than the static scheme; in the best case, it is only 10 percent faster. This fact can be better understood by comparing the runtime breakdowns of the dynamic scheme, shown in Figure 14, to those of the static scheme, shown previously in Figure 11. From these figures, we see that the dynamic scheme decreases idle time somewhat. This decrease is moderate for matrix DENSE750, while it is much larger for matrices LSHP3466 and BCSSTK15. Idle time for a 32 processor run of the static scheme on matrix BCSSTK15 accounts for almost 30% of the overall runtime, while idle time accounts for less than 15% in the dynamic scheme. However, this decrease in idle time is offset by an increase in communication costs. The percentage of time spent in passing information between processors, represented in the dynamic case.

Figure 12: Runtime ratios for various supemode division rates, 16 processors.
as 2-hop and 3-hop cache misses, has increased substantially. Looking again at the 32 processor executions on matrix BCSSTK15, we see that the static scheme spends around 25% of its runtime on cache misses, while the dynamic scheme spends around 33%. If we compare overall processor utilizations for the dynamic and static schemes, we see that they are nearly identical for all three matrices, for any number of processors.

To summarize, in this section we have looked at two possible sources of the idle time component of a parallel supernodal factorization code. We tried modifications of the code whose goal was to reduce the idle time resulting from each possible source. In both cases, we found that idle times were reduced by these modifications. However, in both cases the modifications had little effect on overall factorization runtime. By varying the supemode division rate, we were able to trade communication costs against idle time, but for the most part it was an even trade. Similarly, in going from a static task assignment scheme to a dynamic one, and also moving from a local-memory machine model to a shared-memory model, we were again able to trade communication costs against idle time, and again the result was an even trade. While both of these schemes changed the ratios of time spent in performing communication to time spent sitting idle, neither succeeded in decreasing the overall parallel runtime significantly.

9 Parallel Factorization Behavior Over Time

Up until this point in the paper, all data which has been presented has been summary data. That is, we have given numbers such as multiprocessor speedup and processor utilization, all of which present only a summary of how the computation behaves over time. In this section, we will study in detail how the computation evolves over time. We will look at a number of questions concerning the dynamic nature of the computation. For example, in the previous section we showed that processor idle time is a large problem for our supemodal approach to parallel factorization. An interesting question is, is this idle time distributed uniformly throughout the course of the computation, or are there particular phases when idle time is particularly large? Similarly, how does interprocessor communication evolve? Does interprocessor communication take place at a relatively constant volume throughout the computation, or are there bursts of communication interspersed with periods of relative inactivity in the network?

In Figures 15 through 17, we present graphs of the instantaneous computation rates, cache miss rates, and idle percentages, when factoring each of our benchmark matrices with 16 processors. The horizontal lines in
Figure 14: Processor utilization for dynamic supemodal scheme.
Figure 15: Dynamic behavior for matrix **LSHP3466**, 16 processors.
Figure 16: Dynamic behavior for matrix BCSSTK15, 16 processors.
Figure 17: Dynamic behavior for matrix DENSE750, 16 processors.
the graphs indicate average values over the entire computation. The cache miss graphs contain two curves. The lower of the two curves shows the number of two-hop cache misses, while the upper shows all cache misses. Thus, the region between the two curves gives the number of local misses. The graphs on the left of a page give data about the the ORNL factorization scheme, while the graphs on the right give data about the static supemodal scheme.

In general, we observe that the factorization proceeds in two stages. The first stage consists of the processing of independent subtasks, as was discussed previously in the section on the assignment of columns to processors. As can be seen from the figures, this phase accounts for approximately 15% of the overall runtime for matrix LSHP3466, a very small percentage for matrix BCSSTK15, and this phase is naturally absent for matrix DENSE750. The computation during this first phase is characterized by very little interprocessor communication, no processor idle time, and consequently high computation rates.

Once the independent subtasks are completed, then the computation moves into the second phase, where the separator columns are computed. Recall that the work of the separators is distributed among the processors, as opposed to the independent subtasks which were processed entirely by a single processor. The beginning of this phase can be recognized by a large jump in the amount of interprocessor communication, an increase in idle time, and a drop in the computation rate.

As the second phase proceeds, the computation rate for the ORNL scheme steadily increases, due to a steady reduction in the number of local cache misses incurred. The reduction in local cache misses is to be expected, since as the computation proceeds, more and more columns are completed. Once complete, these columns no longer need to be accessed, thus the size of the active data set shrinks. Notice that the idle percentage remains low throughout the computation. That is, of course, with the exception of the very end of the computation, where idle time increase dramatically, and the computation rate falls commensurately. This increase in idle time occurs in the final columns of the matrix, where there are no longer sufficiently many columns which have not yet been completed to keep 16 processors busy. Note that the computation rates increase substantially near the end of the computation for the two sparse problems. This increase coincides with the completion of the final supemode of the matrix. Since this final supemode forms a dense lower-triangular matrix, the overheads of performing sparse cancellations can be avoided when this supemode is processed, thus allowing higher computational rates.

The second phase exhibits substantially different characteristics for the supemodal factorization scheme. As the computation proceeds, and the computation moves towards the root of the elimination tree, the idle percentage increases. This can be understood by noting that, as we move towards the top of the elimination tree, there is less and less concurrency available between supemodes, and thus we must make use of concurrency within the supemodes. As was discussed earlier, this concurrency is more difficult to exploit. As the factorization proceeds, communication rates, local cache miss rates, and computation rates depend mainly on the idle percentage. In periods where idle time is high, computation and communication rates are low, and vice-versa. Clearly, if processors are sitting idle, they will not be generating cache misses or performing floating point operations.

In the discussion of our parallel machine model, we claimed that contention for the interconnection network would not be a problem. We now have the data necessary to support this claim. Notice that in all of the cache miss graphs presented, the largest sustained rate of interprocessor cache misses is approximately 2 million per second. The ORNL scheme experiences short periods of up to 3 million misses per second, but these bursts are brief enough so that even if they were not sustainable, the impact on overall runtime would be small. In computing the total network traffic which would result from these cache misses, we must consider a number of factors. First, clearly each cache line contains 16 bytes of information. We must also take into account the messages necessary to fetch and subsequently invalidate this cache line. A conservative estimate for a single miss would be one 8-byte message in order to request the contents of the cache line from its owner memory module, and potentially another 8-byte message to invalidate it. We therefore assume that each cache miss results in 32 bytes of information being sent on the network. Thus, the entire interconnect network of the machine must sustain approximately 64 MBytes per second of communication traffic. To put this figure in perspective, we note that each point-to-point interconnect in the DASH prototype will have a peak throughput of 60 MBytes per second in each direction. Since each individual point-to-point connection can almost sustain such volumes, it is unlikely that this communication load would be a problem for the network as a whole.

We must add one important caveat here regarding communication traffic. While it is true that the interconnection network most likely has sufficient bandwidth to sustain the communication load presented by Cholesky factorization, an important related issue, hot-spotting, has not been investigated. Our simulations do not provide
us with the data necessary to determine whether the remote memory references occurring at a particular time are references to locations in a number of different memory modules or to locations in just a few modules. If references are to few modules, then contention at those modules could be a problem. Requests for memory locations could be delayed, waiting for other requests to complete. Furthermore, the data bandwidth of individual nodes in the multiprocessor could become a constraint. For example, in the previous paragraph we noted that when using 16 processors, approximately 32 MBytes per second of data is typically being transported on the interconnection network (not including the overhead messages). A single node in the DASH prototype can deliver approximately 44 MBytes per second of data. Thus, when performing a factorization with 16 processors, a single node could sustain the load if all requested data were to reside in that node. However, contention could again delay cache miss servicing. Hot-spotting in the memory system is an important issue which will require further study.

10 Future Work

A number of important issues relating to parallel sparse factorization remain to be explored. First and foremost is how idle time can be reduced in supemodal parallel factorization. One area which requires further study is the distribution of work within a supemode. Our vertical splitting scheme provided some concurrency, but it should be possible to improve on it. A natural alternative, for example, is a horizontal splitting of supernodes. In a vertical splitting, the work of a supemode was divided into subsets, where each subset corresponded to the work associated with some set of columns from the supemode. In a horizontal splitting, we could divide the work of a supemode into subsets, where the subsets would correspond to the work associated with some set of rows. This modification would require a much more complicated distribution of non-zeroes to processors, but the resulting decrease in idle time might make up for the increased overhead.

Another area for further study is that of deciding on a static distribution of separator columns to processors. As was shown in our examination of a dynamic supemodal scheme, the method which we used for distributing separator columns to processors, where we simply did an arbitrary wrap mapping, can result in substantial load imbalances. In order to improve on this distribution, we could compute the amount of work associated with each column in the matrix, and then do a precomputation in which the factorization is simulated in order to determine which processors will be idle at any given point in time. The columns could then be assigned based on this information. While finding the best assignment of columns to processors will certainly not be possible, it might be possible to find a better assignment than the simple one which was employed here.

We would also like to examine the issue of read-only data replication. In each of the factorization schemes studied in this paper, we have kept one copy of all read-only data for each processor, so that this data can be retrieved by any processor without requiring communication. While this replication of data reduces interprocessor communication, it also greatly increases the storage requirements of an already extremely memory-intensive computation. Some or all of this data could be distributed among the processors. This distribution is made especially easy by the shared-memory programming model. We would like to study the tradeoffs between storage overhead and interprocessor communication volume.

Another important issue in parallel factorization is the impact of various multiprocessor hardware features on factorization performance. For example, the DASH architecture includes a mechanism for program-directed prefetch. With such a feature available, a factorization code could issue a non-blocking request for a set of non-zeroes before they are needed. The program could proceed with what it is working on while the prefetch is executed, and hopefully by the time the program needs the requested data, it has been fetched and is available. A prefetch feature could substantially reduce the cost of interprocessor communication, and would present a different set of tradeoffs for parallel factorization.

Another interesting aspect of how the multiprocessor hardware affects factorization performance is the issue of memory system and processor speed. If we were to use processors which are twice as fast, with the same memory system, would the performance double? What would happen if we were to double the speed of the memory system? Or, if we were looking to reduce the cost of the machine, which components of the hardware could be replaced with cheaper alternatives without substantially degrading factorization performance? These are important issues in the design of a cost effective multiprocessor.
11 Conclusions

In this paper, we have studied the behavior of parallel sparse factorization schemes on a simulated multiprocessor. We have presented detailed simulation results for the parallel sparse factorization scheme developed at the Oak Ridge National Laboratory. These results included not only parallel runtimes, but also a detailed analysis of the magnitude of each of the factors which contribute to the overall runtime. We found that the Oak Ridge scheme gave good speedup, relative to a sequential nodal factorization code. The cost of communicating data between processors was offset by a decrease in the number of local cache misses which resulted from having more processors and thus more cache memory available. The result was a near-linear speedup for two of the three benchmark matrices.

We then extended the Oak Ridge factorization scheme to incorporate the notion of supernodal elimination. Supernodal elimination resulted in substantially fewer instructions being executed, and substantially fewer cache misses being generated. In contrast to the nodal case, the supernodal parallel factorization code had less cache miss costs to trade against communication costs. Even though supernodal parallel speedups were modest, the resulting parallel runtimes were substantially faster than those for the Oak Ridge scheme. For single processor execution, the supernodal code was two to three times as fast as the nodal code. Though the advantages of supernodal factorization decreased as the number of processors was increased, the supernodal code was still 50% faster for two of the three benchmark matrices when using 32 processors. These runtime advantages were obtained despite the fact that the incorporation of supernodes created substantial load balancing problems, and that in the 32 processor executions the processors spent from 25 to 50% of their time sitting idle.

We then attempted to further improve parallel factorization performance by decreasing processor idle time. We tried moving to a more dynamic task allocation scheme. This scheme resulted in lower idle time, but also resulted in an increase in communication. The net result was little change in overall runtime. We also tried varying the task grain size. Again it was possible to decrease idle time, but the decrease always came with an increase overhead and communication costs, leaving the runtimes unchanged. The challenge of improving sparse parallel factorization performance thus appears to be in finding a more effective means of dividing the work of a supernode among a number of processors, while keeping the overheads involved in the distribution and the costs of communication low.
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