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ABSTRACT

When comparing centralized and distributed databases one of the advantages of distributed databases is said to be the greater availability of the data. Availability is defined as having access to the stored data for update and retrieval, even when some distributed sites are down due to hardware failures. We will investigate the functioning of a distributed database of which the underlying computer network may fail. A classification of transactions is given to allow an implementation of different levels of operability. Some transactions can be guaranteed to commit in spite of a network partition, while others have to wait until the state of potential transactions in the other partitions is also known. An algorithm is given to compute a classification. Based on histories of transactions kept in the different partitions a merge of histories is computed, generating the new values for some data items when communication is re-established. The algorithm to compute the merge of the histories makes use of a knowledge base containing knowledge about the transactions, to decide whether to merge, delete, or delay a transaction.

1. Introduction

When comparing centralized and distributed databases one of the advantages of distributed databases is said to be the greater availability of the data [1, 10]. Availability is defined as having access to the stored data for update and retrieval, even when distributed sites are down due to hardware failures. The reason for improved availability is that data can be stored redundantly; increasing the probability that data is available on a site which is up.

One disadvantage of distributed systems is the possibility of a network partition. A partition
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is defined to be a split of a computer network into several subnets, each being able to operate without communication among them. Depending on the network topology it is possible that a crash of only one site may cause a partition of the network. Now updates to replicated data become problematical, since consistency cannot be maintained between the partitions. One rather ad hoc solution that has been suggested in literature is to count the number of sites in a partition and if the partition contains more than half the number of sites of the original network the database in this partition of the network may process updates as normal [11]; the copies of the database in the other partitions may only be used for retrieval. When the partition is repaired the updates made are propagated to the other partition. Obviously, this solution provides only limited availability, and perhaps no availability for updates.

By means of an example we will point out the specific problems of updating the database during network partition. Image we have a database for a bank containing the balances of the accounts. For simplicity, we assume that at every site a complete copy of the database is available. Let the balance of account \( A \) before network partition be \$500. During network partition the bank still wants to allow banking transactions to be executed. A deposit is made to account A of \$100 in one partition and a withdrawal of \$200 in another partition. Because there is no communication between the two partitions we end up with two balances: \$600 and \$300. After communication has been re-established the bank wants to have one balance for account A. Obviously, from the two balances alone we cannot compute a new balance that reflects the banking transactions made in the two partitions. So, keeping the balances in the two partitions is not sufficient.

Another problem is caused by integrity constraints. For example, two withdrawals of \$400 and \$300 take place in the two partitions. Both are valid because the two partition balances remain non-negative. However, after merging the transactions in the two partitions a negative balance of \$200 CR (\$500 \$300 \$400) results. Prohibiting the eventual possibility of a final credit balance will severely restrict the handling of banking transactions. So, strict maintenance of global integrity constraints may be reasonable during normal operation but may disable the functioning of the database during partition.

A third problem relates to the interaction between the database and its environment. For example, a manager inquires about the balances of current, savings, and trust accounts during network partition to decide about a loan. Although the balances of the accounts in the local partition may be sufficient to obtain the loan, it does not mean that after merging the deposits and withdrawals from all partitions the balances are the same. So, the question is what kind of decisions can be made based on the data during partition and, also, whether the user must be informed that the answer to his question has changed after merging the transactions from the partitions.

In the approach we will discuss in this paper we will provide a number of different levels of service for the transactions of the users during network partition. Some transactions will be
guaranteed to commit after communication has been re-established and others may commit depending on constraints. Hence we separate the notions of committing a transaction from making the changes of the database caused by the transaction permanent. This means that during the partition we actually have several databases, which have to be merged again into one database after communication has been re-established. To classify the transactions a knowledge base is used containing knowledge about the transactions, their interaction and their effects on the real world.

A related problem is found in a database which is distributed over a loosely coupled network, where the nodes, typically personal computers, have a high degree of autonomy. In this case, copies of part of a database are available on personal computers that can be hooked onto the network at will. At that time changes made to the local copy of the database will have to be merged with changes made to other copies.

Related research can be found in [4] where the problem of synchronization after communication has been re-established, is discussed. In [6] a Highly Available System is discussed which ensures the robustness of partitions. System R* [12] emphasizes autonomy for each partition. In [8] a technique is introduced for dynamic allocation of primary copies and recovery if the database becomes partitioned due to a network partition. Data-Patch [7] is a technique to generate one big transaction to account for all changes made to the database in one partition; the goal is to find a serialization of these transactions. Another technique, presented in [3], tries to minimize the amount of work to merge the transactions from databases in different partitions. In [S] an algorithm is presented to detect conflicts between transactions executed in different partitions. In [2] a system which permits distributed resources to be shared in a resilient manner, is discussed. Finally, in [9] automatic conflict resolving in a distributed file system is discussed.

The paper is organized as follows. In Section 2 we will introduce some notions and define our goal of surviving a network partition more formally. In Section 3 we discuss the history of data items in the database. In Section 4 a classification of the database transactions is introduced. In Section 5 an algorithm will be presented to compute the merge of the transactions of the different partitions. In Section 6 it is shown that even though system-wide communication may not occur, WC are still able to commit or undo transactions. In Section 7 implementation issues are discussed. Finally, we end with a summary and a conclusion.

2. Notions and Goal Statement

In this section we will introduce some notions and formalize our goal to survive a network partition.

A (logical) database is a collection of logical data items. A logical data item will be the unit of access at the logical level of a database; for example, the database itself, a relation, or a tuple. The granularity of a logical data item depends on the transactions accessing it. A logical data item...
can be represented by multiple physical data items. So, we allow for replicated data.

A network partition is a situation in which a certain site is not able to communicate with another site, which is not necessarily down. We call the subnetworks that are caused by the network partition partitions. Due to a network partition the set of physical data items belonging to one logical data item will be partitioned into a number of subsets, where each subset is contained in a partition. For each such subset of physical data items there will be a partition data item. Obviously, there are no more partition data items for one logical data item than there are partitions. A partition database is the set of partition data items of all physical data items stored in a particular partition of the network. We will use the term data item if we either mean a logical data item or a partition data item.

Figure 1 shows the relationship between a logical data item, its partition data items and its physical data items during a network partition. We assume that the network partition causes the set of physical data items to be split into three subsets.

**Fig. 1. Relationship logical, partition and physical data items**

A transaction is a sequence of database operations that transform the database from one consistent state to another. A database operation consists of either a read or write of a data item. A database operation accessing a data item actually refers to physical data items for reading or writing. If a change is made to a data item then all physical data items of that data item have to be changed. A concurrency control algorithm is a scheduler which interleaves the execution of database operations in such a way that the resulting values of the data items are the same as if the transactions were executed serially.

For a transaction we define an intentional read-set $IR$ and intentional write-set $IW$ as being a description of the set of data items it will read, respectively write. For simplicity we assume that
the intentional read-set includes the intentional write-set. We assume that the concurrency algorithm makes use of time stamps. When a transaction is given to the database for execution it is labeled with a time stamp, which is unique for the partition in which it runs, plus its site number. A transaction is called committed if its effects on the logical database have been made permanent.

The goal for surviving a network partition is to give the users as much as possible the impression that their transactions access the logical database instead of the partition database. To do so the values of the physical data items are saved upon discovery of a network partition. Transactions in each of the partitions execute based on the locally available data items. After communication has been re-established between two or more partitions, the transactions executed in the different partitions are redone on the values of the physical data items saved before network partition. It may happen that some of the transactions cannot be redone because some constraint has been violated. For the users this means that the transactions and their consequences have to be undone. Because undoing certain transactions may be impossible, because it would create an inconsistency with the outside world, we will classify the transactions into a guaranteed to commit class, a conditionally commitable class, and a class of transactions that should not be executed during network partition. To guarantee the commit of certain transactions the database administrator has to determine which constraints have to be relaxed, and to weigh whether the constraints are more important than the inability to commit the transactions.

3. History of Data Items

In this section we will introduce the notion of the history of a set of data items and use it to determine the different levels of operatability that can be offered to the transactions.

A simple definition of the history of a data item is a sequence of triples:

\[
<\text{item}_\text{id}, \text{old-value}, \text{new-value}>,
\]

where \text{item}_\text{id} stands for the identification of the logical data item, \text{old-value} stands for the value of the data item before the transaction, and \text{new-value} for the value after execution of the transaction.

During network partition each partition data item will develop its own history. The problem is that these histories will have to be merged to define the logical data item history after communication has been re-established. A merge of two histories is defined as the result of interleaving the two histories such that the result is a valid history, while preserving the partial orders of both. By a valid history of data item \text{i} we mean a sequence of \( <\text{i}, \text{old-value}, \text{new-value}> \) triples such that the old-value of a triple equals the new-value of the previous tuple. Obviously, with this definition of valid history we are not able to merge the two histories. For example, Fig. 2 shows two histories of the balance of account A. The balance of the account before network partition was $500.
history 1 there are two transactions: a withdrawal of $300 and a deposit of $400; and in history 2: a deposit of $200 and a withdrawal of $600. Based on these tuples we are not able to construct a valid history because the value $500 (the old_value of the first transaction in History 2) never returns as a new_value.

<table>
<thead>
<tr>
<th>History 1</th>
<th>History 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\langle A, $500, $200 \rangle)</td>
<td>(\langle A, $500, $700 \rangle)</td>
</tr>
<tr>
<td>(\langle A, $200, $600 \rangle)</td>
<td>(\langle A, $700, $100 \rangle)</td>
</tr>
</tbody>
</table>

Fig. 2. Histories of two partition data items

A more complete history of a data item is a sequence of sextuples:

\[
\langle \text{item id},\text{transactin type},\text{values of input variables},\text{IR}, \text{W}, \text{pre-condition} \rangle,
\]

where pre-condition is a constraint which has to be satisfied in order to execute a transaction instance of transaction type with the given values of the input variables. The IR is included to easily determine which data items were accessed. A transaction may access a data item either by its ID or by contents. In the first case the set consists of ID and in the latter it is a set described by a condition that has to be fulfilled by the data items to be accessed. The reason that we distinguish between accessing data items by ID and by value is to allow some flexibility. If a transaction accesses data items by value then in the merge of histories it cannot be guaranteed that the transaction accesses the same data items because their values may have changed. If in the final merge the transaction should access the same data items they should be accessed by their IDs. A valid merge of histories is now defined as a sequence of sextuples such that the pre-conditions of each transaction are satisfied, and that the order of the transactions in the original histories are maintained.

Keeping a history of the kind defined above gives a better chance of merging the two histories. For example, the two histories in Fig. 3, which correspond to the above example, are mergeable into a valid history. The quintuples are labeled for future reference. The superscript refers to the history.

A merge of the two histories may consist of: \(W^1, D^2, D^1, W^2\). Not every merge is, of course, allowable. The pre-conditions may cause a problem in determining the merge of two histories. For example, the sequence \(W^1, D^2, W^2, D^1\) violates a pre-condition because after the execution of \(D^2\) the balance is $400, which is not sufficient to withdraw $600. To make a merge always possible
and to give the users some kind of guarantee about the execution of their transactions we will classify them, relax constraints and/or adjust transactions.

Another constraint on the validity of a merge of histories is the external time. As far as the database is concerned, any merge of histories satisfying the definition of validity is fine. However, if the database has to report to the outside world, for instance, to compute service charges and produce monthly statements, the order of the merge must coincide with an order that is acceptable in the real world. For example, banking transactions that were handled on the same day should appear in the monthly statement on the same day. Therefore, we assume that for each transaction besides the quintuple also a time stamp is kept. During partition the clocks at the different sites can not be synchronized and may drift apart. Therefore, and also to allow for some flexibility in merging histories, the time stamps of the transactions are only used to secondarily order the transactions from different partitions.

In the next section we will classify the transactions.

4. Classification of Transactions

In this section we will discuss the interaction of transactions and their effects on the real world. A transaction may access data items either by key or value. If during network partition a data item is accessed by key this data item should also be available after the communication has been re-established. Therefore, the existence of the data items should be part of the pre-condition of the transaction. If, on the other hand, data items are accessed by value it might happen that the data items accessed in the partition differ from the ones accessed by the transaction in the merged history. The latter may have been caused by transactions in other partitions.

In the next two subsection we will propose a classification for predefined updates and discuss different ways of using retrievals.
4.1. Update Transactions

In this subsection we will provide the database administrator with tools to put the updates into different classes for which different levels of service are provided. In the following we will use the word transaction instead of update because as we will see in the next subsection some of the retrievals will be turned into updates.

The classification consists of the following classes of transactions:

1. **Unconditionally Committable Class (UCC):** A set of transactions belongs to the UCC if the transactions can be committed as long as the database in the partition is the whole database, i.e., the execution of a UCC-transaction in one partition cannot violate the precondition of a KC-transaction in another partition.

2. **Conditionally Committable Class (CCC):** A transaction belongs to the CCC if commitment of the transaction on the logical database cannot be guaranteed and undoing the transactions does not lead to inconsistencies with the real world.

3. **Non-Committable Class (NCC):** A transaction belongs to the NCC if undoing the transaction will lead to an inconsistency with the real world that cannot be resolved from within the database.

A simple approach to the network partition problem would be to place all transactions in the conditionally committable class, and determine which transactions have to be undone after communication has been re-established. Some transactions cannot be undone because undoing them would result in an inconsistency with the real world. Therefore, they should either be put in the Unconditionally Committable Class or the Non-Committable Class.

Our approach is to combine the service that can be provided by the DBMS with the service that is required by the organization to continue functioning as well as possible. The way to do this is by relaxing integrity constraints and thereby making it possible to guarantee the commit of certain transactions. For example, a bank may have as a policy never to allow a withdrawal from an account with a negative balance. During a network partition a customer may withdraw from different partitions leading to a negative balance after merging the histories on this account. If the bank would not allow this, the withdrawal would fall into the class of non-committable transactions, because the DBMS is not capable of forcing the customer to return the money. But this may be an unacceptable situation. Therefore, the bank may change its policy by dropping the constraint concerning the negative balance.

To classify the transactions operating on a set of data items we need to know their preconditions and their post-conditions. The pre-condition and the post-condition of a transaction on the database are first order logic expressions. The pre-condition specifies a condition that is required for normal execution of a transaction, i.e. the transaction does not violate any integrity
constraints. The post-condition of a transaction expresses what happened to the data items specified in the pre-condition or created by the transaction. To do so it makes use of the following predicates:

- **EX(D)** means that data item D is accessible,
- **INC(D,A)** (DEC(D,A)) that the value of attribute A of data item D has increased (decreased),
- **CH(D,A)** means that attribute A of data item D has changed its value.

This information will be kept in the **Transaction Interaction** of the transactions on a set of data items. Let **Pre(T)** and **Pos(T)** denote the pre- and post-condition of transaction T. These pre- and post-conditions may make use of comparison operations such as **GE(x,y)** with the obvious meaning. **Pos(S)** violates **Pre(T)** if we are not able to prove that **Pos(S) ⊵ ¬ Pre(T)** is false. With a simple, but specialized theorem prover we try to prove that **Pos(S) ⊵ ¬ Pre(T)** is false. If theorem prover is not able to do so either by lack of information or insufficient time it concludes that **Post(S)** violates **Pre(T)**. This specialized theorem prover needs to know about the predicates that are used and how they interact. For example, if the **Post(S)** is **DEC(D,A)** and the **Pre(T)** is **GE(A(D),x)** then it concludes that **Post(S)** violates **Pre(T)** because it knows that

\[ (DEC(D,A) ⊵ ¬ GE(A(D),x)) \equiv true. \]

<table>
<thead>
<tr>
<th>transaction</th>
<th>input</th>
<th>pre-condition</th>
<th>post-condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>open_account (O)</td>
<td>A</td>
<td>EX(A)</td>
<td>EX(A)</td>
</tr>
<tr>
<td>close_account (C)</td>
<td>A</td>
<td>EX(A) and GE(balance),0</td>
<td>not EX(A)</td>
</tr>
<tr>
<td>withdrawal (W)</td>
<td>(A,x)</td>
<td>EX(A) and GE(balance A,x)</td>
<td>EX(A) and DEC(A,balance)</td>
</tr>
<tr>
<td>deposit (D)</td>
<td>(A,x)</td>
<td>EX(A)</td>
<td>EX(A) and INC(A,balance)</td>
</tr>
<tr>
<td>money_transfer (M)</td>
<td>(A,B,x)</td>
<td>EX(A) and EX(B)</td>
<td>DEC(A,balance) and INC(B,balance)</td>
</tr>
</tbody>
</table>

**Fig. 4.** Transaction Interaction for transactions on accounts

Figure 3 displays the Transaction Interaction for transactions on accounts: it shows that the transactions on the account A can only take place after the creation of the account by the **open_account;** we assume that **open_account** is given an account number. Also, all transactions on A should have finished before executing the **close_account.** In between these two transactions, the transactions **withdrawal, deposits, and money_transfer** may take place under the condition that their pre-conditions are satisfied. Their effects are indicated by the predicates EX, INC, DEC, and CH.
Before presenting the algorithm, which computes the classification, we need to introduce one more notion. A transaction $T$ is \textit{execution-dependent} on transaction $S$ if $T$ cannot be committed in case the execution of $S$ is undone. E.g., $S$ creates a new data item and $T$ operates on it. The execution of $T$ depends on the execution of $S$ in the sense that if $S$ is undone $T$ has to be undone as well.

Based on the Transaction Interaction of a set of transactions operating on a set of data items we are able to determine into what classes the transactions fall. The classification is computed by the algorithm \textsc{Classify} shown in Fig. 5. It has two input parameters, $ST$, the set of transactions working on the set of data items under consideration and, $RT$, the set of transactions that should belong to the $UCC$ according to the database administrator. Because the transactions in $RT$ will be execution-dependent on transactions that create data items these will be added to the set $RT$. To put the transactions of $RT$ in the set $UCC$ violations of pre-conditions have to be removed. The part where these pre-conditions are relaxed and/or transactions are adjusted form an interactive session with the database administrator. Then the transactions in $UCC$ are made execution-independent of transactions outside $UCC$ either by relaxing preconditions, adding these transactions to $UCC$ as well, or by prohibiting the execution of these transactions during network partition. The choice is up to the database administrator.

![procedure CLASSIFY](image)

\textbf{Theorem 1} The set $UCC$ produced by procedure \textsc{Classify} contains only unconditionally commitable transactions.
Proof A transaction $T$ in the set $UCC$ can be committed on the logical database because the other transactions in that set cannot violate its pre-condition, and the transactions on which it is execution-dependent are either in $UCC$ or in NCC. Hence, $T$ is an unconditionally committable transaction.

Now an example. Assume that procedure $CLASSIFY$ of Fig. 5 is called with as first parameter the set shown in Fig. 4 $\{O, C, W, D, M\}$ and as second parameter the set $\{W, D\}$. The execution of the statement at the line labeled 1 adds transaction $O$ to the set $RT$. During execution of the while-statement at the line labeled 2 we have to unite $\{O\}$ and $\{D\}$. This can be done by dropping the precondition that $A$ should be unique. A simple way to do this is to let open_account itself generate a unique number by prefixing a locally unique number with the branch number where the account will reside. From now on we assume that $O$ stands for this adjusted transaction. In the second execution of this while-statement we have to unite $\{0, D\}$ and $\{W\}$. This can be achieved by dropping the constraint "$GE(balance(A),x)$" in the pre-condition of withdrawal. In the execution of the while-statement labeled 3 we notice that none of the transactions in $UCC$ are execution-dependent on $C$. So, in the statement at the line labeled 4 $C$ is either put in the set CCC or NCC depending on whether non-committing may lead to an inconsistency with the real world.

4.2. Retrieval transactions

The difference between a retrieval transaction and an update transaction is that a retrieval does not change the contents of the database. However, during its execution it may write on output devices such as a terminal or a printer. This output is a function of the contents of the database, which is not up-to-date. The knowledge base may be used to indicate whether the result is reliable. This may be done based on the frequency with which data items have been changed in the past. But, in general, the result of a retrieval during partition is not reliable.

For some applications this unreliability is acceptable. If a person inquires about the balance of his account and the database answers: "The balance of your account shows $500 but due to hardware problems not all banking transactions have been processed," the person can be perfectly happy with that response. If, on the other hand, a manager inquires about negative balances of accounts to evaluate the creditworthiness of their owners the consequences might be more severe.

If the result of a retrieval has to have creditable validity it is best to turn it into an update. Then the output devices are considered to be part of the database. The output messages will form just a private workspace of the database, to be used for the retrieval. Because none of the other retrievals and updates belonging to $UCC$ can violate the precondition of the retrieval the retrieval transaction belongs automatically to the CCC. During the time that the merge of the histories is
computed the previously computed output, which was kept in the private workspace, is compared with the newly computed output. If there is any difference the user is notified. Retrievals that are not turned into an update need not be recorded in any of the histories.

To reconsider the inquiry of the manager, if the manager had turned the retrieval into an update an updated list of accounts having a negative balance would be produced at the point in the merged history where his retrieval was executed.

In the next section we compute a merge of the histories of data items in different partitions using the classification proposed in this section.

5. Computing a Merge of Histories

In this section we will discuss the problem of merging the histories of data items from different partitions. An algorithm will be proposed, which on the one hand uses the classification of the transactions and on the other hand uses a knowledge base containing knowledge about the transactions, their interaction, and their effects on the real world. This algorithm will later be used within an algorithm to determine whether transactions can be committed or have to be undone.

After communication has been re-established between two partitions the transactions executed in these partitions have to be merged. The merge is done based on the histories that were kept for the sets of partition data items in the different partitions and the classification of the transactions. In general, these histories from the two partitions consist of sequences of conditionally and unconditionally committable transactions. If the re-establishment of the communication is system-wide the resulting database is the logical database and all transactions in the final history can be committed on the logical data items. Otherwise, the history is kept for future merging.

To be able to operate on the histories we will represent them in a graph called the History Graph. A History Graph consists of nodes representing the transactions and directed edges representing a dependency among the transactions. Transaction $T_i$ depends on $T_j$ if $TS(T_i) > TS(T_j)$ and also if $TS(T_i) = TS(T_j)$ but $T_i$ appears after $T_j$ in the history of the data items, and $IR(T_i)$ intersected with $IW(T_j)$ is not empty. In this case there will be an edge from $T_i$ to $T_j$. $T_j$ is called an ancestor of $T_i$ and $T_i$ is a dependent of $T_j$. The case of identical time stamps has to be considered because in computing a valid merge of histories some of the time stamps may be changed. In that case the order of the transactions in the history determines the dependency. The “roots” of the History Graph are the last committed transactions on the logical data items before network partition, indicated by LCT. The post-conditions of all LCTs indicate that all data items have changed.

Figure 6 shows a History Graph for two accounts $A$ and $B$ with transactions for deposits ($D$), withdrawals ($W$) and money_transfers ($M$) from one account to another. The roots of the graph are
the last committed transactions on the accounts, indicated by $LCT(A)$ and $LCT(B)$.

![Fig. 6. A History Graph for accounts A and B](image)

The procedure we propose to compute a merge of histories is called $MERGE$ and is shown in Fig. 7. The knowledge base required is shown in Fig. 8. The procedure starts with creating one graph, called the $RESULT$, by identifying the last committed transactions of partition data items of the same logical data item. Then it goes through the histories to determine which transaction will appear in the merge. Every time it executes the while-statement it looks for a candidate mergeable transaction, which is a transaction whose ancestors have already been merged and which has the smallest time stamp. Procedure $CMT$ computes this transaction and while doing so it might delete some transactions from the CCC and reconnect their dependents to the last committed transactions of the corresponding data items. The rules concerning the order in which the transactions from the CCC are deleted from the cycle are not shown in the knowledge base. Procedure $CMT$ throws away identical transactions to allow procedure $MERGE$ to merge two histories whose beginnings are identical because they concern transactions executed in the same partition before another network partition occurred.

The procedure $MERGE$ accesses the knowledge base to determine which action to take. The actions it can take on the $T_1$ being the $CMT$ are merge, delete, and delay. Merging a transaction $T_1$ into the final history means that the transaction will be part of the history of the data items on which it operates. Every dependent $T$ of an ancestor of $T_1$ is made a dependent of $T_1$ if the intentional read set of $T$ has a non-empty intersection with the intentional write set of $T_1$. Deleting a transaction $T_1$ means that it is removed from the history. All dependents of $T_1$ are made dependents of the ancestors of $T_1$ depending on the intersections of the intentional read sets and intentional write sets. Delaying a transaction $T_1$ means that the order of execution between transactions
procedure MERGE=(history H1,H2;ref history FH;ref decision DL)void:
begin
    history graph HG1, HG2, FinalHist;
    ref decision DecList; = nil;
    transaction TI; = null transaction;

    procedure CMT=(history graph R)transaction:
    begin
        transaction T;
        repeat
            let T be the candidate mergeable transaction of R;
            if no such T exists
                then there is a cycle in the history graph R;
                access knowledge base to determine which conditionally committable transaction
                should be deleted
            else if T is the same as the previous candidate mergeable transaction
                then T; = null transaction
                fi
        until T; != null transaction;
        CMT; := T;
    end;

    let HG1 and HG2 be the history graphs of H1 and H2, respectively;
    let RESULT be the history graph that results from identifying the LCTs of HG1 and HG2;
    white there are transactions which are not marked merged in RESULT
    do
        TI; := CMT(RESULT);
        access knowledge base (RESULT, TI, ACTION);
        case ACTION in
            merge: (make every transaction T whose ancestor is also an ancestor of T; and IR(T) \cap
                IW(T;)) \neq 0, a dependent of T;
                foreach dependent S of T;
                    do
                        if TS(S) < TS(T;), then T; & S; := TS(T;), fi
                    od;
                mark T; as being merged;
                add decision to merge T; to DecList);
            delete: (connect a dependent of T; to a ancestor Ai of T; if IR(T) \cap IW(Ai) \neq 0;
                remove T; from RESULT;
                add decision to delete T; to DecList);
            delay: (make T; a dependent of the last UCC-transaction, whose pre-condition might
                be violated by the execution of T;, say 7, and remove edge from T; to 7;
                where Ai is an ancestor of both T; and T)
        esac
        od;
    FH; := FinalHist;
    DL; := DecList
end

Fig. 7. Yrocedure MERGE

from different partitions will deviate from the time stamp ordering. T1 is made a dependent of the
last UCC transaction T whose precondition is violated by the post-condition of T1. The dependency
of T1 on the mutual ancestor of T1 and 7' is removed from the history graph.

The rules in the knowledge base should be such that a transaction belonging to the UCC is
merged into the result history. The other rules concerning the transactions from the CCC should
be such that most of them are merged into the resulting history. Note that a transaction belonging to the CCC may only be delayed when there is system-wide communication. The knowledge base is established at database design time and is fully replicated. Figure 8 only shows a minimum set of rules. A possible extension is to test in rule 2 whether the transaction violates the pre-condition of another transactions belonging to the CCC and then to decide to delete the first transaction, thus selectively backing out transactions [5].

| Rule 1: | if $T$ belongs to UCC then $\text{ACTION:}=\text{merge}$ fi; |
| Rule 2: | if $T$ belongs to the CCC and its pre-condition is not violated and $T$ does not violate the pre-condition of a UCC transaction then $\text{ACTION:}=\text{merge}$ fi; |
| Rule 3: | if $T$ belongs to the CCC and its pre-condition is violated then $\text{ACTION:}=\text{delete}$ fi; |
| Rule 4: | if $T$ belongs to the CCC and its pre-condition is not violated and $T$ violates the pre-condition of a UCC transaction then $\text{ACTION:}=\text{if there is system-wide communication and time stamp ordering is important then delete else delay}$ fi; |

Fig. 8. Rules of a knowledge base

Theorem 2 Procedure MERGE together with the knowledge base as shown in Fig. 8 computes a valid history.

Proof A history is valid if the partial order imposed by the time stamp ordering in the different partitions is retained and if the pre-conditions of all transactions in the resulting history are fulfilled.

Because the transactions in the different partitions are considered in time stamp ordering the partial order is maintained. The pre-condition of a UCC transaction cannot be violated by other UCC transactions by definition and neither by CCC transactions due to the fourth rule of the knowledge base, and the fact that the UCC transaction is not execution-dependent on CCC transactions. Neither can a combination of CCC transactions and UCC transactions violate the precondition of a UCC transaction, because of the same reasons as above. Also, a CCC transaction whose pre-condition is violated is deleted from the resulting history graph.
Now we will give an example. Assume that the History Graph \textit{RESULT} after identification of the LCTs looks as shown in Fig. 9. Furthermore, we assume that the transactions \(D, W,\) and \(M\) belong to the UCC and \(C\) belongs to the CCC. The superscripts of the transactions indicate the partition in which they were executed and the subscripts indicate the local time stamp. Transactions which are merged in the final history are labeled with an asterisk. First, \(M^1\) is merged and \(D^1\) and \(W^1\) become its dependents. The result is shown in Fig. 10. Then \(D^1\) becomes the CMT and is merged; \(W^2\) becomes its dependent. After \(W^2\) has been merged it is the turn of \(C^2\). Execution of \(C^2\) violates the precondition of \(W^2\) and therefore it is delayed. The result is shown in Fig. 11. Now both \(W^1\) and \(C^2\) can be merged and the final history is obtained.

\begin{center}
\begin{tikzpicture}
  \node (A) at (0,0) {\(LCT(A)^*\)};
  \node (B) at (4,0) {\(LCT(B)^*\)};
  \node (C) at (2,-4) {\(M^1(A,B)\)};
  \node (D) at (-2,-4) {\(D^1(A)\)};
  \node (E) at (0,-8) {\(W^3(B)\)};
  \node (F) at (2,-8) {\(W^3(A)\)};
  \node (G) at (4,-8) {\(C^2(B)\)};
  \draw (A) -- (B);
  \draw (A) -- (C);
  \draw (B) -- (C);
  \draw (D) -- (C);
  \draw (E) -- (C);
  \draw (F) -- (C);
  \draw (C) -- (G);
\end{tikzpicture}
\end{center}

\textbf{Fig. 9.} History Graph \textit{RESULT} after identification of \textit{LCT}s

6. Merging and Committing Transactions

In the previous section we presented algorithm \textit{MERGE} to merge the histories of different partitions. In this section we will show how this algorithm is used by the sites in the network after communication is re-established between all or several partitions, and when the sites decide about committing transactions. We make a distinction between merging and committing during system-wide communication and during network partition. The former can be used in environments where partitions are very unlikely, and the latter where simultaneous complete system-wide communication hardly ever occurs. An example of the latter environment is a loosely coupled system, e.g., a network consisting of personal computers, which have a high degree of autonomy.
6.1. Merging and Committing during Systems-Wide Communication

In an environment where a partition hardly ever occurs the best strategy is to wait with merging and committing until system-wide communication has been established again. Then algorithm \textbf{MERGE} can be executed to merge the histories of the different partitions. Because there is system-wide communication the algorithm \textbf{may} also decide to delay certain transactions to increase the number of transactions that will finally be committed. After that, the list of decisions is scanned to 1) commit the transactions that are merged, and 2) undo the transactions that are deleted. Unding a transaction means that the user will be notified of the fact that his transaction cannot be
committed and that appropriate actions should be taken. How committing and undoing affect the data at the different sites in the network will be discussed in the next section on implementation issues.

6.2. Merging and Committing during Network Partition

In a loosely coupled network there will hardly ever be system-wide communication. So, merging and committing transactions cannot be postponed until these system-wide communications occur. In this section we will present an algorithm, which is executed when two or more partitions have communication again, to decide to commit or undo certain transactions.

Before presenting the algorithm we will introduce the notion of a partition-scenario graph. A partition-scenario graph consist of nodes and directed edges. A node represents a partition and is labeled with the numbers of the sites in the corresponding partition. A directed edge from node $P_i$ to node $P_j$ means either that 1) $P_i$ was part of $P_j$ but that a partition caused $P_j$ to split into $P_i$ and some other partitions ($P_i$ is called a partition-node), or that 2) communication has been re-established between $P_j$ and some other partition(s) to form $P_i$ ($P_i$ is called a merge-node). $P_j$ is called the predecessor of $P_i$.

All sites will keep track of their own partition-scenario graph. Because sites within one partition are able to communicate with each other they will have the same graph. Furthermore, because there is no system-wide communication none of the sites will have a partition-scenario graph that completely describes the current partitions. Therefore, the graph is only used to keep track of the way partitions and reconnections occurred. Figure 12 gives an example of a partition-scenario graph. For example, the node labeled 23456 is a merge-node and the node labeled 23 a partition-node. Note, the sites in the partition corresponding to node 1234 do not know anything about what happened to sites 5 and 6.

As the partition-scenario graph shows, two things might happen: a network partition or the re-establishment of communication. In the both cases the sites in each partition will update their partition-scenario graph. In the latter case algorithm COMMIT_UNDO is executed in the newly formed partition. Figure 13 shows algorithm COMMIT_UNDO. The algorithm first executes algorithm MERGE to compute the merge of the histories and the decision list $DL$ of the partitions between which communication has been re-established again. A decision is either the merge or delete of a transaction $T$. Then it checks whether the decisions in $DL$ are consistent with the ones taken by predecessor merge-nodes. If so, they are either committed or undone, and the corresponding decision is taken from the decision list. Note, the decision list $DL$ consists of both the decisions taken by the current partition $P$ and the delete decisions taken by the direct predecessor merge-nodes of $P$. 
Fig. 12. An example partition-scenario graph of the node labeled 1234

The procedure `COMMIT_UNDO` is defined as follows:

```plaintext
procedure COMMIT_UNDO = (history H1,H2; partition P; ref history FH) void:
begin
  procedure all_sites_know = (decision D) boolean:
  begin
    set of site S;
    S' = sites in the partition P;
    visit recursively the predecessors of P in the partition-scenario graph and add the set of sites corresponding to the predecessors if they are merge-nodes and they have also taken decision D;
    all-sites-know := (SS = whole network)
  end;
  MERGE(H1,H2,FH,DL);
  DL := DL + delete decisions in DLs of predecessors of P without doubles;
  foreach decision D = (type, T) in DL do
    case type in
    merge: if all_sites_know(D) then commit(T) fi;
    delete: if all_sites_know(D) then undo(T) fi
    esac;
  od;
end
```

Fig. 13. Algorithm COMMIT_UNDO

Algorithm `COMMIT_UNDO` will be executed in different partitions. It may occur that executions of algorithm `MERGE` take different decisions about a transactions. But as we will prove below the condition that all sites know and agree about a particular decision is sufficient to commit or undo a transaction in spite of different decisions taken by algorithm `MERGE`. 
Theorem 3 If $T_j$ is committed or undone in partition $P$, all transactions $T_x (x < y)$ are already committed or undone.

Proof The theorem holds of course for transactions known in partition $P$ at the time $T_j$ is committed or undone, because the decision list is ordered on the time stamps of the transactions. So, the only thing we have to show is that $P$ knows all $T_x$ with $x < y$. $P$ knows that all sites know and agree about the final decision about $T_y$ through the application of algorithm MERGE in the different partitions (otherwise $P$ could not decide to commit or undo $T_y$). Through these same applications of algorithm MERGE $P$ also knows about the transactions executed at other sites before $T_y$.

\[ \square \]

Theorem 4 If partition $P$ decides to commit or undo transaction $T$ no other partition will take a decision to the contrary, and all unconditionally committable transactions will be committed.

Proof Partition $P$ can only commit or undo transaction $T$ if it can see in the partition-scenario graph that all sites agree. So, it is impossible that another partition will take another decision.

The precondition of a unconditionally committable transaction $U$ executed in partition $P$ can only be violated by a conditionally committable transaction $C$ with a smaller time stamp executed in a partition that is not a direct or indirect predecessor of $P$. Transaction $C$ can never commit because it would require all sites to agree about merging $C$ into the final history and all sites that know about $U$, the sites in all successors of $P$, will disagree. Therefore, all unconditionally committable transactions will commit.

Example

Figure 14 shows the partition-scenario graph known by sites in the partition 45. In partition 1 transaction $X_1$ was executed, in 23 $Y_2$, and in 45 $Z_3$ (the subscripts are their local time stamps). All three transactions belong to the unconditionally committable class, and the post-condition of $X$ violates the pre-condition of $Y$, and the post-condition of $Y$ violates the pre-condition of $Z$.

In the merge-node 12 the following two decisions were taken: (merge, $X_1$) and (delete, $Y_2$). No transactions were committed or undone. In merge-node 35 the following two decisions were taken: (merge, $Y_2$) and (delete, $Z_3$). Again no transactions were committed or undone. In merge-node 134 three decisions are taken: (merge, $X_1$), (delete, $Y_2$), and (merge, $Z_3$). Transaction $X_1$ can still not be committed because site 5 does not know about the merge decision. In merge-node 25 two decisions are taken: (merge, $X_1$) and (delete, $Y_2$). The same is true here because the sites in partition 25 do not know yet that the sites in partition 134 have taken a merge decision about $X_1$. In merge-node 45 two decisions are taken: (merge, $X_1$) and (merge, $Z_3$). The decision list $DL$ now consists of...
From the partition-scenario graph we can see that all sites in the network know about \((\text{merge}, X_1)\) and \((\text{delete}, Y_2)\). Therefore, transaction \(X_1\) is committed and \(Y_2\) is undone. A final decision about transaction \(Z_3\) cannot be taken at this point.
7. Implementation Issues

Until we now have carefully avoided to talk about implementation aspects, because we wanted to explain the notions and algorithms without going into the details of the implementation. Furthermore, there is of course no unique implementation. In this section we will merely show how everything can be implemented in a straightforward but inefficient way and indicate ways of assuring the efficiency of the algorithms.

When a partition occurs the values of the data items produced by the last committed transactions are saved. Transactions that are not able to commit because they are not able to access all their required logical and/or physical data items are aborted and have to be executed again under the network partition mode.

During network partition transactions are executed in the local partition as if the available data comprise the whole database. If, under normal circumstances, a transaction would commit it is put in the history of the partition data items it accessed. If a transaction cannot access all its required data items it is aborted.

After communication has been re-established the histories of the partition data items of the different partitions are merged into a valid history and the transactions placed in this history are redone based on the values of the physical data items saved before the partition. This may be improved by starting from the values of the physical data items obtained during network partition and try to incorporate transactions executed in the other partition by undoing and redoing transactions [3]. This approach requires that the inverses of the transactions are known. By redoing we mean that only the database operations of the transaction are executed again.

Conclusion

A schema has been proposed to allow for near normal functioning of a database during a network partition. A knowledge base is used to store knowledge about transactions, such as pre- and post-conditions and their classification. The classification indicates whether a transaction is guaranteed to commit or not after communication has been re-established. An algorithm is given to compute the classification of the updates. This algorithm requires interaction with the database administrator to relax constraints and/or adjust transactions. Based on this classification and rules in the knowledge base the merge of histories can be computed after communication has been re-established. If system-wide communication is restored, the transactions in the computed merge of histories can be committed. Otherwise, the history has to be kept for future merges. A proof is given that the rules in the knowledge base guarantee that unconditionally committable transactions are committed on the logical database. Finally, the problem of committing transactions was investigated in an environment where system-wide communication hardly ever occurs. An algorithm is given that decides to commit or undo transactions.
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