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Abstract

Search results can be overwhelming. When people use computer-based tools to find
answers to general questions, they often are faced with a daunting list of search results or
“hits” returned by the search engine. Many search tools address this problem by helping
users to make their searches more specific. However, when dozens or hundreds of docu-
ments are relevant to their question, users need tools that help them to explore and to

understand their search results, rather than ones that eliminate a portion of those results.

| have developed a new approach, called dynamic categorization, that addresses this prob-
lem by automatically organizing search results into meaningful groups that correspond to
the user's query. This approach uses knowledge of important kinds of queries and a model
of the domain terminology to generate a hierarchical categorization of search results. | cre-
ated a tool called DynaCat that implements this approach for the domain of medicine,
where the amount of information in the primary medical literature alone is overwhelming.
DynaCat summarizes the documents returned from a search by organizing them into an
intuitive and useful hierarchy of categories, thus helping patients as well as health-care

workers to gain quick and easy access to important medical information.

| evaluated my thesis work in two ways. The technical evaluation demonstrated that the
categorization generated by DynaCat was about as consistent with the physicians' categori-
zations as the physicians' categorizations were with each other. These results suggest that
DynaCat creates reasonable document categories and assigns documents to categories

appropriately. In the usefulness evaluation, | showed that breast cancer patients and their
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family members could find more answers in a fixed amount of time, and were more satis-
fied with their search experience when they used DynaCat than when they used either the
cluster tool or the ranking tool. These differences were statistically significant (p < 0.05).
Users thought that DynaCat helped them to find answers easily and quickly, and to learn
about the information related to their query. They indicated that DynaCat provided an

organization of search results that was clear, easy to use, accurate, precise, and helpful.
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Chapter 1

Organization of Search
Results

The amount of information available to the general public has been growing rapidly for
many decades. During the 1800s, the number of scientific publications doubled every 50
years, in this century, it has doubled every 10 to 15 years (Warren 1981). In the past few

years, the World Wide Web has facilitated an explosion of informal information as well.

As the volume of both formal and informal information available increases, people
become overwhelmed by the amount of information. They become frustrated when their
searches yield tens or hundreds of relevant documents, so they abandon their search before
they understand the kinds of information that it has returned. In my thesis work, | propose
that a solution to this problem is to organize the documents returned from a search into
meaningful groups that correspond to the query. | have developed a new approach that
automatically generates such an organization of documents. | implemented this approach
for the domain of medicine, where the amount of information in the primary medical liter-
ature alone is overwhelming. For example, MEDLINE, an on-line repository of medical
abstracts, contains more than 9.2 million bibliographic entries from over 3800 biomedical
journals; it adds 31,000 new entries each month (NLM 1998a).




2 1.0 Organization of Search Results

In this dissertation, | describe how my approach provides information about (1) what
kinds of information are represented in (or are absent from) the search results, by creating
document categories with meaningful labels and by hierarchically organizing the docu-
ment categories; (2) how the documents relate to the query, by making the categorization
dependent on the type of query; and (3) how the documents relate to one another, by
grouping ones that cover the same topic into the same category. This approach summa-
rizes the documents returned from a search into an intuitive and useful hierarchy of cate-
gories, thus helping patients as well as health-care workers to gain quick and easy access

to important medical information.

1.1 Search Process

When people use a computer to search for information, they normally follow three basic
steps:
1. Formulating the query

2. Receiving documents that match the query

3. Understanding the search results

First, they express their information need as a query, a representation that the search
engine can use to find matching documents. This step in the search processis often called
query formulation. The form of the query can vary from system to system; a query could
be expressed in natural language, as Boolean expression of words, as a list of words, or

even as an example document.

In the second step, the search engine finds documents that match its representation of the

user’s query. In the third step, thosearch results (the document summaries returned

from the search engine) are presented to the user. The user examines the presentation and
tries to use it to gain a high-level understanding of the search results. She wants to deter-
mine which documents are relevant, and to what extent those documents meet her infor-

mation need. The user may repeat the search process if her information need evolves as
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she learns more about what information is available or how she can express her informa-

tion need using the system. This search processisillustrated in Figure 1.1.

Information } __.---°"""7""7---o
Need . Document
i 1. Formulate Query .
. Q Y Collection

<
o

@ o Query

~3 N
N

A

e hh -- Search Engine —/_ _____

' Understand R Rt
C . \ . Find Documents ™
‘.. Search Results _ 2. '

--. ] Z N -." that Match Query _-’

_________ -

Presentation i

of
Results < Search

Results

Figure 1.1 — The search proces# user must try to express her information need as aquery

that the search engine can process. The search engine returns documents that match the user’s
query. It presents some representation of those documents to the user. The user must use that pre-
sentation of results to determine what information is present in the search results and how that
information meets her need. If she does not find what she wants or if her conception of the infor-
mation need changes, she can reformulate the query for a new search.

Much of the research in information retrieval and information access has addressed the
first two steps in the search process: (1) formulating and reformulating queries, and (2)
matching documents to the query. Relatively little research has been done on the third
step: presenting the search results in away that helps users to understand and explore their

search results. Thisthird step is the focus of my research.



4 1.0 Organization of Search Results

1.2 Search Scenario

Consider a woman whose mother has been diagnosed recently with breast cancer. Sheis
worried about her own chances of developing breast cancer, and she wants to know what
she can do to prevent breast cancer. She has read a few options in patient information
pamphlets, but she wants to see more detailed and recent information, such as that in med-

ical journal articles.

She could choose to search the primary medical literature using PubMed (NLM 1997¢)—
the free, web-based MEDLINE search tool. If she searches for documents in the previous
year that use the keywortiseast neoplasms andprevention anywhere in the document,

PubMed returns the titles of over 400 documents displayed as a long list (see Figure 1.2).

[M=————— PubMed medline query §E§|
citations 1-20 displayed {out of 472 found), page 1 of 24

[Display ][ Abstract report | 2| for e articles selected {defanlt all).
| l]rl:IErl documents on thiz page throvgh Loansome Doc

O Helmson K. [Bee Related Aticles]
Cverviewr and historical dewelopment of dexrazoxane.
Serin Oncol. 1998 Ang 2504 Suppl 105:45-54. Reviewr.
PMID: 9765824, UL 95439760,

[ S=eain 814 [Bee Related Articles]
Adnlt mpultcenter trisls vsing dexrazoxane w0 protect against cardiae toxicity.
Bermnin Ooeol. 1995 Aug 2504 Suppl 100:43-7. Review.
PHID: 97685323; UL 95439759,

[ Jordan v [Hee Related Avticlez]
Deszigner estrogens.
Bel A, 1993 0ot 2790 .60-7, Ho abstract avrailable.
PHID: 97658522; UL 95441641 .

[ BeecheeHewmman H. [See Related Avticles]
Sentinel node biopsw: a revoluton in the surgical nanagement of breast cancer?
Cancer Treat Bev. 1995 Jun,=d{535:155-203. Review. Mo abstract available.

g

1]

Figure 1.2 — PubMed interface corresponding to a search on the prevention of breast
cancer.Thesearch resultsare displayed in along list, sorted chronologically. The user may choose
which type of information is shown about each document (citation report, abstract report, and so

on), but there is no way for her to group the documents or even to change the ordering of the docu-
mentsin thelist.
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If the user notices a document title that she finds interesting, she can find related docu-
ments using the See Related Articles link, but she cannot see a summary of the information
contained in those search results. If she wants to form an accurate model of all possible
preventive measures, she must examine al 472 documents. Even if she spends only 30
seconds examining each document, it will take her nearly 4 hours to browse the entire list

of search results.

In contrast, if she were to use DynaCat, the document-categorization tool that | devel-
oped, she could see the search results organized by the preventive actions found in those
documents. Figure 1.3 shows the interface generated by DynaCat for a search on the Can-

cerLit database (NLM 1997b) using the keywords breast neoplasms and prevention?.

= Ouery: What are the ways to prevent breast canc... EEEl

Query: What are the ways to prevent breast cancer?
(83 different references retrieved)

Biochemical 4| Biochemical Phenomena, Metabolism, i
Phenomena, == and Mutrition
Metrabolism, and = Diet

Hutritdon {5 refs)
e Diet (S refs)
Chemicals and Drugs
{32 Tefs)
& Amino Acids,
Peptides, and
Proteins (2 refs)
& Antineoplastc
and
Immunosappressive
Agents {18 refs)

e The etiology of hreast
cancer--from epidermiology to
preventiaon.

e The rale of dietary, denetic and
hormonal factors in the
development of breast cancer.
Impontance of adeguate vitamin
intake. Clinical and instrumental

prevention.

gl

Figure 1.3 — DynaCat’s interface Theinterface is divided into three frames, or window

panes. The top window pane displays the user’s query and the number of documents found. The
left pane shows the categories in the first two levels of the hierarchy. This pane provides a table-

of-contents view of the organization of search results. The right pane displays all the categories in
the hierarchy and the titles of the documents that belong in those categories.

1. DynaCat used a search engine that accessed only the CancerLit database, which is a subset of
the MEDLINE database. Fewer documents were found in the CancerLit database than were found
in the MEDLINE database.
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By organizing the documents into a hierarchy of categories that represent the preventive
actions discussed, this interface helps the user to learn about the various preventive mea-
sures that are discussed in the literature. For example, she can determine immediately that
five documents discuss diet as a preventive measure. This organization of results also

helps her to find information about specific preventive measures quickly and easily.

1.3 Support for Understanding and Exploring
Search Results

Regardless of how the user formulates her query or how the search engine matches docu-
ments to queries, the user needs to understand her search results. The point of the search
process is to find information that satisfies the user’s information need, but the user also

may need help in assessing whether or how the retrieved documents meet her needs.

Current information-retrieval tools usually return a simple list of documents as the search
results. However, people can become overwhelmed by and have difficulty assessing the

kinds of information available in such lists.

Most search tools assist in solving this problem by helping a user to formulate a more spe-
cific query. However, even if she could express her information need perfectly to the
search engine, and even if the search engine found only documents that were relevant to
the query, the user might still need tools to help her to understand what kinds of docu-
ments have been returned. By focusing on query formulation, search-tool developers seem
to assume that the documents that are relevant to the user’s information need will be few;
however, many documents may be truly relevant. The user may have a broad information
need, or the document collection being searched may contain many documents covering
the user’s information need. If the user specifies a more specific query, she may eliminate

relevant documents.



1.4 Desirable Characteristics for Organizing Documents 7

Asthe user examines documents related to her query, her information need may change as
she learns more about the information that is available. The user may be able to reformu-
late a query to match her new information need; however, if she does not understand the
extent of the information available in her search results, her ability to reformulate the
guery may be impeded. For example, a patient with breast cancer may become interested
in arthritis when she discovers that that disorder is a possible complication of a mastec-
tomy, but if the document discussing arthritis is buried in along list of other documents,
the user may never notice that there is such a complication. As psychological studies have
shown (Crowder 1976), it is much easier for a person to recognize the interest she hasin
information that is presented to her than it isfor her to specify apriori the topicsin which
sheisinterested.

1.4 Desrable Characteristicsfor Organizing
Documents

One way to help users to understand and to explore their search results is to organize those
results into groups of documents. Documents can be grouped in multiple ways, some of
which are more useful than others for helping usersto understand their search results. Ide-
aly, we would like empirical evidence on the characteristics of document groupings that
are most important for thistask. Unfortunately, few researchers have pursued such investi-
gations. However, a few characteristics seem intuitively desirable. A document-grouping
tool should:

1. Assign meaningful labels to the document groups.

2. Create document groups that are responsive to the content of the documentsin

the search results.
3. Create document groups that correspond to the user’s query.

4. Place documents in all appropriate groups.

| describe each of these characteristics in turn in Sections 1.4.1 through 1.4.4.
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1.4.1 Assignment of M eaningful Labels

If the user is to understand the information that is represented in the search results, the
documents must be organized into groups that have meaningful labels. A label is mean-
ingful if it describes succinctly a common theme among the documents in a way that
allows most people from the target user group to understand the definition of that |abel
and to determine which documents belong in a group with that label. If the document
groups have meaningful labels, the user can assess quickly the contents of each document

group and can thus determine in which groups she is likely to be interested.

1.4.2 Document Groups Responsive to Search Results

The categorization process should be data driven. That is, the labels should not be pre-
defined, but rather should be generated by characteristics of the documents in the search
results. The categorization should provide a topic summary of the documents contained in
the search results, rather than listing prespecified document groups. If the groups are pre-
specified, the person specifying the groups may forget to include rare possibilities, or new
possibilities may arise after the possible groups have been specified. In medicine, our
knowledge about diseases, treatments, complications, preventive measures, and so on
changes rapidly, making it difficult for someone to maintain an up-to-date list of possible

document groups for any possible query.

1.4.3 Query-Sensitive Document Groups

An organization of documentsthat is query sensitive uses only document groups that cor-

respond to the user’s query, such that the labels could be considered complete or partial
answers to the query. This characteristic is different from that of assigning meaningful
labels to all possible documents groups: Such labels may be meaningful, but may not
address the user’s query. There are many ways to group documents that would be mean-
ingful but would not be useful or interesting to the user. For example, we could group the

search results for breast cancer prevention into the documents that discuss characteristics
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of a study (e.g., type or duration), characteristics of the subjects (e.g., pre-menopausal

women or women with a family history of breast cancer), or the type of article (e.g.,

review, clinical trial, or editorial) but none of those topics directly address the user’s
query. If the documents are grouped in all possible ways, the user may find the number of
groupings more overwhelming than the raw search results. A useful organizational tool

creates a categorization structure that corresponds to the user’s query.

1.4.4 Placement of Documentsin All Appropriate Groups

When a document discusses more than one topic that relates to the user’s query, a catego-
rization system should associate the document with all the appropriate topics, rather than
determining only one primary topic. Most clustering and classification systems enforce a
partition on the document groups, and, thus, do not place any document in more than one
category. However, many documents discuss more than one topic. For example, a docu-
ment entitled “The role of Tamoxifen and diet in the prevention of breast cancer” is likely

to discuss two, different preventive measures for breast cancer: dietary modification and
Tamoxifen. Because the user explores the search results by selecting document groups of
interest to her, any document-grouping tool should place all documents that discuss a topic
in that topic’s corresponding group. To avoid misleading the user, tools also should place

documents in only those groups that correspond to topics that are present in the document.

1.5 Characteristicsof Previous Approachesto
Organizing Documents

Automatic approaches to organizing documents include relevance ranking, clustering, and
classification. These techniques typically represent each document as a vector of the

words that appear in the document.

Relevance-ranking systems create an ordered list of search results. The order of the doc-
uments is based on a measure of similarity between the document and the query; that sim-

ilarity measure is used as an approximation of the relevance of the document to the query
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(van Rijsbergen 1979; Salton 1989; Harman 1992). Yet, an ordered list does not give the
user information about the similarities or differences in the content of the documents. For
example, the user would not be able to determine that 30 different preventive measures
were discussed in the retrieved documents, or that 10 documents discussed the same
method. People usually do not have the time to browse all the documents on the list. They
may give up examining the documents long before they see all the results, and thus may

miss useful information.

Document-clustering systems create groups of documents based on associations among

the documents (Willett 1988; Rasmussen 1992; Hearst and Pedersen 1996; Sahami 1998).

To determine the degree of association among documents, clustering systems require a
similarity metric, such as the number of words that the documents have in common. The

systems then label each group (or cluster) with that group’s commonly occurring word or
words. Unfortunately, the similarities found by clustering may not correspond to a group-
ing that is meaningful to the user. Even if the grouping is meaningful to the user, it may
not correspond well to the user's query because clustering algorithms do not use any infor-
mation about the user’s query in forming the clusters. Also, since the document groups are
labeled by only the frequently occurring words in the group, the user may not form a good
model of the kinds of documents present in the cluster. In Section 2.4, | discuss clustering

approaches in greater detail.

In contrastdocument-classification systems use supervised-learning algorithms to create
document groups; they use a training set that contains a large number of documents
assigned to predefined categories (Lewis 1992a; Sahami 1998). The classifier uses the
training set to infer the criteria that indicates that a document belongs to a category.
Although the document groups have meaningful labels, the groups are predefined, so they
cannot adapt to the user's query or to the distribution of documents in the search results.
For example, if a document discusses a new preventive measure, such as taking the drug
Tamoxifen, that was not one of the predefined categories in the training set, classification

techniques would not be able to generate a new category for that preventive measure. |
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discuss classification techniques in Section 2.5. Table 1.1 summarizes the features of

these organization techniques.

Table 1.1. Comparison of desirable characteristics of three automated approachesto
or ganizing documents.

Approach
Desirable Relevance
Characteristics Classification Clustering Ranking
Meaningful labels yes no no
Document groups
responsive to search no yes yes
results
Query-sensitive no no s
categorization y
Placement of : .
documentsin all certain certain no
algorithms algorithms

appropriate groups

1.6 Research Hypothesis

| propose that the results of a broad search, in which many documents are relevant to

answering the user’s question, can be organized in a manner that helps the users to find
answers to their query quickly and to feel satisfied with their search experience. A system
can generate this organization automatically using knowledge of the user’s query and a

model of the domain terminology.

In support of this general hypothesis, | make two claimsin my research: atechnical claim
and ausefulness claim. | validate these claims (1) by describing a method, dynamic cate-
gorization, that satisfies the criteriathat | propose for the technical claim; (2) by creating
a prototype system, DynaCat, that implements this method in the medical domain with
patients as the targeted user group; and (3) by performing experiments to verify both

claims.
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1.6.1 Technical Claim

My technical claim is that dynamic categorization is a new approach to grouping docu-
ments automatically that combines the desirable characteristics of clustering with those of

classification (see Section 1.4). Such an approach should:

1. Assign meaningful labels to the document groups.

2. Create document groups that are responsive to the content of the documents in

the search results.
3. Create document groups that correspond to the user’s query.

4. Place documents in all appropriate groups.

1.6.2 Usefulness Claim

My usefulness claim is that the application of such a system to organizing search results is
more useful to users who have general questions than are two other approaches to organiz-

ing search results: relevance ranking and clustering. A useful system helps users to

1. Learn about the kinds of information that pertain to their query
2. Find answers to their question efficiently and easily

3. Feel satisfied with their search experience

Although | implemented and tested the method in only one medical domain with only
patients as users, | will argue that the method could be applicable to other domains and to

other user groups.

1.7 Dynamic Categorization: An Approach to
Organizing Search Results

| developed an approach that automatically creates pertinent categories, assigns the appro-

priate documents to each category, and generates a hierarchical organization of those cate-
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gories. | cal this approach dynamic categorization because it generates both the
categorization structure and the category labels dynamically. The goal of dynamic catego-
rization is not to separate irrelevant from relevant documents, but rather to organize the
user’s search results such that the organization provides information about the kinds of

information that are represented by the documents in those results.

The categorization generated by this approach should help users to find specific informa-
tion efficiently, and to learn about the information that is available from the retrieved doc-
uments. This approach should be particularly useful when a user has a general question
and is unable to use more specific search criteria, as described in the scenario in Section
1.2.

Dynamic categorization is based on three key premises:

1. An appropriate categorization depends both on the user's query and on the docu-

ments returned from the query.

2. The type of query can provide valuable information about the expected types of

categories and about the criteria for assigning documents to those categories.

3. Taxonomic knowledge about terms in the document can enable useful and accu-

rate categorization.

Dynamic categorization adds to the original search process (Figure 1.1) four components
that transform the search results into a useful organization of the same documents
(Figure 1.4). These components are the query model, the terminology model, the catego-
rizer, and the organizer. | briefly describe the domain models in Section 1.7.1, the catego-

rizer in Section 1.7.2, and the organizer in Section 1.7.3.

1.7.1 Domain Models

In the field of information retrieval, many researchers use statistical, word-based
approaches. They object to knowledge-based techniques because of the time and work

required to create and maintain the necessary models for each domain, yet domain-
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Figure 1.4 — The search process when dynamic categorization has been
incorporated. The added components necessary for dynamic categorization are shown in light
gray. These components do not influence which documents are returned as search results; rather,
they determine how the search results are organized and displayed to the user.
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specific approaches might yield superior results. Dynamic categorization is a domain-
specific approach, but | have shown a case where this approach can take advantage of an
existing model for much of the knowledge, rather than requiring the developer to create
and maintain a large, new model. Dynamic categorization requires two types of domain
knowledge. A system that implements dynamic categorization must have knowledge
about the words and phrases used in those documents to organize the documents
according to their medical content. Thisinformation is provided in the terminology model
(see Section 1.7.1.1). The system needs knowledge about what kinds of queries users
make in that domain, and about how search results from those queries should be
categorized to organize the documents into categories that correspond to the user’s query.

The query model supplies this knowledge (see Section 1.7.1.2).
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1.7.1.1 Terminology Model

The terminology model is a hierarchical model of domain terms, where terms may be
single words, abbreviations, acronyms, or multi-word phrases. It is a critical component
for both the categorizer and the organizer (see Sections 1.7.2 and 1.7.3). The categorizer
uses the terminology model to help it infer the topics discussed in a given document. The
organizer uses the terminology model to create a hierarchical organization of the catego-
ries. In Section 3.2.2, | describe the terminology-model requirements for dynamic catego-

rization.

For the medical domain, | use the terminology model created by the National Library of
Medicine, the Unified Medical Language System (UMLS), which provides information

on over 500,000 biomedical terms (see Section 3.2.2.1 for alist of terminology models for

other domains). The UMLS links every term to at least one semantic type in a semantic
network. Semantic types are high-level medical concepts—sucldessase or syndrome,

and pharmacologic substance. For example, the terrpenicillin has a semantic type of
pharmacologic substance. The query model specifies these semantic types as part of the

criteria for determining which new categories to create.

1.7.1.2 Query Model

The query model is the other critical component for the categorizer. The developer must
create a query model to connect the terminology model to the categorizer, but the query
model contains few concepts and requires less work to create and maintain than does the
terminology model. | created the query model for DynaCat based on a list of frequently

asked questions from breast-cancer patients.

To create a query-sensitive organization of the search results, dynamic categorization
requires knowledge about what kinds of queries users ask, what types of categories are
appropriate for those kinds of queries, and what characteristics indicate that the document
belongs in a category of interest. Tdweery model provides this information and the map-
pings that connect the informatioQuery types are high-level representations of the

kinds of queries that users ask. They are independent of specific medical terms; thus, one
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guery type covers many specific queries. For example, both of the queries What are the
complications of a mastectomy for breast cancer? and What are the side effects of taking
the drug Seldane to treat allergies? have the same query type of treatment—problems
(i.e., for a specific treatment, what problems can be encountered?), even though they spec-
ify different diseases and different treatments. The query types represent the intersection
of the kinds of medical information that are available in the medical literature and the
kinds of questions that users typicaly ask. The query model maps each query type to a
category type, which indicates the kinds of category labels that could be assigned to the
groups of documents. For example, the query type treatment—jproblemis connected to
the category type problemswhich indicates that the only appropriate category labels must
be some kind of medical problem such asinfectionor lymphedemaFor queries of the type
problem—preventive-actionsuch as What are the ways to prevent breast cancer?

appropriate category labels must be preventive-actionssuch as diet or Tamoxifen

The query model also connects each category type to categorization criteria, which spec-
ify the conditions that must be satisfied for a document to belong to a category of that
type. | detail the query model in Section 3.1.

1.7.2 Categorizer

The categorizer determines what categories to create and which documents to assign to
those categories. This determination can be done in different ways. Most document-classi-
fication approaches assign documents to categories based on occurrences of particular
terms. For example, lymph nodeand swollenmay be two required terms for assigning a
document to the category lymphedemaSuch term-based approaches are insufficient
because terms that occur in the search results will vary tremendously with different que-
ries of the same query type. For example, terms such as anemiaand ulcer may be strong
indicators of categories for a query on the adverse effects of aspirin, whereas completely
different terms, such as lymphedemand infection may be strong indicators of categories
for a query on the adverse effects of a mastectomy, even though both queries are of the

type treatment—problemsa/Ne need additional information to augment the presence or
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absence of specific words. One possible source of additional information is the semantic
types of the terms in the document. For example, both anemia and lymphedema have the
semantic type disease or syndrome, even though they correspond to side effects of differ-
ent treatments. Similarly, the words infection and ulcer have the same semantic type:
pathologic function. This added knowledge about the termsin the document is one funda-
mental difference between previous approaches to grouping documents and dynamic cate-

gorization.

To categorize the documents, | use a technique that takes advantage of semantic-type and
query-type information. | call this technique keyword pruning. Keyword pruning selects

only those keywords that match the categorization criteria for the user’s query type and
creates categories with those keywords as labels. It requires that the documents have pre-
assigned keywords, but the method through which the keywords are assigned to the docu-
ments does not matter. They could be assigned by the author of the document or by
professional indexers—such as the indexers at the National Library of Medtiné)(

who assign keywords, called medical subject headiMsSid), to MEDLINE docu-

ments.

1.7.3 Organizer

The goal of the category organizer is to create a hierarchical organization of the categories
that is neither too broad nor too deep, as defined by preset thresholds. The organizer pro-
duces the final categorization hierarchy based on the distribution of documents from the
search results. When the number of categories at one level in the hierarchy exceed a preset
threshold, the categories are grouped under a more general label. DynaCat generates the
more general label by traversing up the MeSH term hierarchy to find a term that is a parent

to several document categories.
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1.7.4 Interfaces

| developed the results-presentation web-based interface for DynaCat using the Common
LISP hypertext transfer protocol (CL-HTTP) available from the Massachusetts Institute
of Technology (MIT) (MIT 1997). The results-presentation interface generates a web

document from the categorization hierarchy produced by the organizer (see Figure 1.3).

1.7.5 Example Useof DynaCat

Consider awoman who has breast cancer. She is contemplating having a mastectomy and

is worried about possible complications. She issues the query: What are the possible

adver se effects of a mastectomy? to DynaCat and specifies her query type as treatment—
problems One of the categorization criteria for that query type stipulates that the key-

words must be a disease or syndroméf DynaCat finds a document with the keywords
lymphedemaarthritis, diagnostic imagingand middle age the system categorizes that
document under both lymphedemand arthritis because they are diseases that match the
categorization criteria. It does not categorize it under diagnostic imagingr middle age

because those terms are not diseases or syndromeand thus do not match the categoriza-

tion criteria. Note that lymphedemand arthritis were not predefined category labels in

the query model; rather, they were generated dynamically because they satisfied the cate-
gorization criteria in the query model. DynaCat’s output for this user’s search appears in
Figure 1.5. She can immediately determine that 5 documents discuss adverse effects that
are Bacterial and Fungal Diseases, or that 3 documents discuss adverse effects that are
Cardiovascular Diseases. She can scroll down the left window pane and examine other
high-level types of adverse effects that were found in the search results (see Figure 1.6). If
she wants to know more about a particular category sutterasc and Lymphatic Dis-

eases, she can click on the adjacent hyperlink, which brings that section of the categoriza-
tion hierarchy to the top of the right window pane (see Figure 1.7). If she sees an
interesting document, she can click on that document’s title, and its citation (including an

abstract of the article) will appear in the right window pane.
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Figure 1.5 — DynaCat’s initial display for a query on the adverse effects of a
mastectomy.
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Figure 1.6 — DynaCat’s display after scrolling down the left window pane.
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Figure 1.7 — DynaCat’s display after clicking on the hyperlink corresponding the
Hemic And Lymphatic Diseases category. The right window pane now shows the Hemic

And Lymphatic Diseases category at the top of the screen. The user can click on any of the
hyperlinks corresponding to the document’s title, and that document’s citation will appear in the
right window pane.

1.8 Evaluation

In Section 1.6, | made two claims for my research: a usefulness claim, and a technical

claim. | tested the validity of my two claimsin separate evaluations.

1.8.1 Evaluation of Usefulness Claim

My usefulness claim is that the dynamic categorization of search results is more useful to
users who have general questions than are the two other approaches to organizing search

results: relevance ranking and clustering. A useful system helps usersto

¢ Learn about the kinds of information that pertain to their query
¢ Find answersto their question efficiently and easily

* Feel satisfied with their search experience
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| recruited patients and their family members from Stanford’s Community Breast Health
Project (CBHP 1997), the Stanford Health Library, and Stanford’s Oncology Day Care
Clinic. Every subject used all three organizational tools: (1) DynaCat, (2) a tool that clus-
ters the search results, and (3) a tool that ranks the search results according to relevance
criteria. Each subject used three different queN®sat are the ways to prevent breast

cancer?, What are the prognostic factors for breast cancer?, andWhat are the treatments

for breast cancer? | randomized the query used with each tool and the order in which the

subjects used the tools.

To measure the amount of information that the subjects learned using each tool, | asked
each subject to list answers to the three queries before she used any tool, and to answer the
same queries after she had used all the tools. For each tool, the amount that she learned
was the number of new answers that she provided on the final answer list. The mean num-
ber of new answers was greater when subjects used DynaCat than when they used the
cluster tool or the ranking tool; however, this difference was not significant. The tool used
may have had an influence on the amount learned, but the number of new answers was
correlated more strongly with how recently the subjects used a tool to find answers to that

qguestion, rather than which tool they used.

All subjects completed two types of timed tasks to determine how quickly they could find
information related to the query. For the first type of timed task, subjects found as many
answers as possible to the general question (@&tat are the preventive actions for

breast cancer?) in a 4-minute time limit. When the subjects used DynaCat, they found
nearly twice as many answers as they did with the other two tools. This difference was sig-
nificant (o < 0.05).

For the second type of timed task, | measured the time that it took the subjects to find
answers to two specific questions (e(Can diet be used in the prevention of breast can-

cer?) that related to the original, general query. | found no significant difference among
the tools. The time that it took subjects to read and understand the abstract, rather than the
time that it took them to find a document among the search results, most heavily influ-

enced the time for them to find an answer.
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| used a questionnaire to assess many aspects of user satisfaction — for example, the clar-
ity of the organization of search results, the ease of tool use, the usefulness of the organi-
zation, and the accuracy of the organization. This 26-question, user-satisfaction
questionnaire is reproduced in Appendix A. On 13 of the 14 questions that requested
guantitative answers, the satisfaction scores for DynaCat were significantly higher (p <
0.05) than they were with for either the ranking tool or for the cluster tool. On all the
yes—no questions, DynaCat was rated with many more positive responses than was either
the ranking tool or the cluster tool. No subjects chose DynaCat as the worst tool, and most

of the subjects (70 percent) chose DynaCat as the best tool.

In summary, the results showed that DynaCat is a more useful organization tool than the
cluster tool or the ranking tool. DynaCat was significantly better than the other two tools
in terms both of efficiency in finding answers to their original queries and of user satisfac-
tion. The objective results for the amount learned were inconclusive; however, most sub-
jects (87 percent) thought that DynaCat helped them to learn about the topic of the query,
where only 47 percent thought that about the cluster tool and only 60 percent thought it

about the ranking tool.

1.8.2 Evaluation of Technical Claim

My technical claim is that DynaCat meets the criteria defined in Section 1.6.1. To test this
claim, | recruited physicians from Stanford University to assign documents to both Dyna-
Cat-generated categories, and clusters. | presented each subject with the query that the
search engine used to generate the list of search results, the abstract and complete citation
for each document in the search results, the list of categories that DynaCat selected, and
the list of clusters that the cluster tool generated. For each citation, | asked the subjects (1)
to read the document’s title and abstract, (2) to list as many categories as appropriate that
both described that document and answered the query, and (3) to identify one cluster that
described the document. After the subjects completed those tasks, they filled out a ques-
tionnaire that asked about how meaningful the labels were, how well the groups corre-

sponded to the search results, and how well the groups corresponded to the query.
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| used the kappa statistic to measure the consistency among the subjects, and between the
subjects and the document-organization tool. The consistency among the subjects ranged
from fair to moderate. The consistency between the subjects and DynaCat fell within the

same range, as did that for the consistency between the subjects and the cluster tool.

Subjects rated the categories higher than the clusters in terms of how meaningful the
labels were, how well the groups corresponded to the query, and how well the groups cor-

responded to the search results, but none of these differences were statistically significant.

In summary, the technical evaluation demonstrated that the categorization generated by
DynaCat was about as consistent with the physicians categorizations as the physicians's
categorizations were with each other. These results suggest that DynaCat creates reason-

able document categories and assigns documents to categories appropriately.

1.9 Guidefor the Reader

Chapter 2 reviews previous research in organizing documents and presents the common
schemes for representing documents and queries in information-retrieval systems. | intro-
duce the three approaches to organizing documents. relevance ranking, clustering, and
classification. | detail their algorithms, their uses in the various stages of the search pro-

cess, and their advantages and disadvantages in organizing search results.

Chapter 3 describes the components of dynamic categorization. | describe the domain-
specific knowledge that is in the form of two domain models. a terminology model, and a

guery model. | present the system architecture, and specify each component.
Chapter 4 presents the usefulness evaluation. | describe the study and report the results.

Chapter 5 details the evaluation of my technical claim. | explain the study design and

state the results.
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Chapter 6 summarizes the contributions of my research, the limitations of my approach,

and the possibilities for building on my research in the future.



Chapter 2

Previous Approachesto
Organizing Documents

Most search systems organi ze documents returned from a search into an ordered list called
a relevance-ranked list. In Section 2.3, | discuss how systems generate relevance-ranked

lists, and how those lists can be used to present the search results to the user.

Search systems also can organize documentsinto groups. In Sections 2.4 and 2.5, | present
the main approaches to organizing documents into groups: categorization and clustering.
For each approach, | describe how it works, and how it is used in the different steps of the

search process, emphasizing how it is used to present search results to the user.

All approaches to organizing documents are based upon a document representation and
optionally a query representation. | discuss the common document and query representa-
tion schemesin Section 2.1 and Section 2.2. Most of these representations were devel oped
to improve the precision and recall of search systems, rather than to improve the organiza-
tion of the search results. However, systems that organize documents use many of these

same representation schemes.

25
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2.1 Document Representations

Search systems can use awide variety of document representations. These representations
try to satisfy two goals: (1) to enable search systemsto find all of documents that are rele-
vant to the user’s query without returning irrelevant documents—measured in terms of

precision and recall, and (2) to find the relevant documents quickly.

2.1.1 Vector Space

Nearly all full-text search systems represent documents usivgdtoe-space paradigm,

where each document in the collection is represented by a vector of terms that occur in
that document (Salton, Wong, et al. 1975; Salton and McGill 1983; Salton 1989)hThe
element in a document’s vector represents the value ahtkerm in that document. Each
document’s vector acts as the coordinates for that document in a multidimensional term
space. This paradigm provides an intuitive way for viewing documents as positions in

space, where the similarity between two documents is the distance between them.

Systems usually preprocess the documents before creating the final term vector. Most
search systems first remosp words. common words, such as prepositions, conjunc-
tions, and articles that do not influence the meaning of the documents. For example, the
wordsa, is, andof are typically considered stop words and would be removed from the

vector representation of a document.

Some systems also replace each word by its morphological root form. A simple form of
morphological processing gsemming, which consists of replacing plural nouns (such as
complications) with their singular form (such asomplication), and stripping suffixes

from root words. For example, the worgigckly andquicker would be stripped to their

root word quick. In more sophisticated morphological analysis, inflectional verb forms
(such asate, eaten, eating) could be replaced with their infinitive form (sucheas). Such
processing is meant to provide better recall because a search on one term would match
every instance of the term’s morphological variants that occur in the text. However, such

processing can conflate multiple terms with extremely different meanings. For example,
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the verb parking would be stemmed to park, which would be indistinguishable from uses
of the noun park. This problem is prevalent particularly in medicine where the suffix con-
veys a significant part of the meaning of a word. Consider an example from (Purcell
1996), the term sinus denotes a cavity within a bone, the term sinusitis denotes an inflam-
mation of a sinus within the skull, and sinusoid denotes a large diameter capillary. All of
these terms would be stemmed to the same root word sinus even though the distinctionsin
their meaning is important. Studies have shown that stemming algorithms in medical
information-retrieval systems can reduce the search precision dramatically (Hersh and
Greenes 1990).

After the preprocessing, each document is represented by a vector of all the remaining
document terms that occur within the document collection. If the document collection
contains n unique terms, then each document is represented as a vector of length n: (ty, to,
t3, . . ., ty) wheret; hasavalue of O if term i is absent in the document, and has a positive
value if term i is present. The exact positive value depends on which term-weighting
scheme the search engine uses. For the ssmplest case of no term weighting, thevalueis 1 if

the term is present.

Researchers have proposed and experimented with a large number of term-weighting
schemes (Robertson and Walker 1994; Kwok 1996; Salton, Yang, et al. 1975; Salton and
Buckley 1988). The most successful schemes use some form of term fregquency times
inver se document frequency (tf-idf), where term frequency (tf) is the number of occur-
rences of the term in the document that is being represented, and inver se document fre-
quency (idf) is the inverse of the number of occurrences of the term in all documentsin
the collection. The intuition behind term frequency is that terms that occur frequently in a

document are more likely to indicate a central topic of that document than are terms that
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occur rarely in the document. Inverse document frequency is used to indicate how well the

term distinguishes among the documents. One common tf-idf term-weighting schemeis

w, = tf, x log Y tf-ic
|

where w; isthe weight of term i,
tf; is the frequency of term i in the document,
df; isthe frequency of termi in the entire document collection, and
N isthe total number of documents.

As a variation on this basic scheme, some systems adjust the term weight depending on
the portion of the document in which the term occurs. For example, the retrieval system
based on the Hepatitis Knowledge Base (Bernstein and Williamson 1984) calculates term
weights based on the number of times that the term occurs within an entire collection, on
the number of times that the term occurs within a given document, and on the structural
position of the term within the document, such as within summary paragraphs versus
within text paragraphs. Other systems, such as the Sandwich Interactive Browsing and
Ranking Information System (SIBRIS) (Wade, Willett, et al. 1989), weight terms that
appear in the title more heavily than terms that appear in only the text for the document.
Another variation weights the terms based on their proximity (Keen 1991; Robertson,
Walker, et a. 1994).

2.1.2 Controlled Vocabulary

Some search systems represent documents using only terms from a controlled vocabu-
lary, a predefined set of allowable terms. The Semantic And Probabilistic Heuristic Infor-
mation Retrieval Environment (SAPHIRE) is one example of such an information-
retrieval system for the domain of medicine (Hersh and Greenes 1989). It maps words and
phrases in a document to a set of canonical terms. The list of canonical terms is derived
from the UMLS Metathesaurus, an extensive medical terminology model (McCray, et al.
1993). SAPHIRE represents each document by a weighted vector of these canonical
terms. The Knowledge Server (now called the Knowledge Authority) by Lexical Technol-

ogies is another example of a medical information-retrieval system that maps words and
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phrases to canonica terms, but it does not weight the term vector with any frequency
information (Tuttle, Sherertz, et al. 1994). A fallure analysis of severa studies that com-
pared controlled-vocabulary systems with the traditional vector-space systems found that
the performance of search systems using the controlled-vocabulary representation depends
largely on the quality of the terminology model (Hersh and Hickam 1992; Hersh and
Hickam 1993).

2.1.3 Sructured Documents

Documents can be structured into their different syntactic components as described in Sec-
tion 2.1.3.1 or they can be broken into different semantic components as described in Sec-
tion 2.1.3.2 and Section 2.1.3.3.

2.1.3.1 Document Components

Many bibliographic search systems break a document into its syntactic components such
as title, authors, journal, keywords, and abstract. As in the vector-space model, the docu-
ment is represented by the words occurring in the document; however, each component
has its own vector of words. This separation allows the user to search explicitly for the
occurrences of words within a particular component such as the title. Web documents also
contain syntactic components such asthetitle, URL, headers, and hyperlinks. In principle,
web search systems could allow users to search for words within these syntactic compo-
nents, but in practice, few systems allow the user to specify syntactic components in the
search process. Most web search systems do not publicize their term-weighting or ranking
algorithms; however, they probably weight words within headers and metatags higher

than words that occur in other sections of the web page.

An dternative approach isto represent explicitly the semantic components of a document,
rather than only its syntactic components. The RiboWEB system uses this approach to
represent scientific publications about the ribosome (Altman, Bada, et al. 1999; Bada and
Altman 1999). It contains alarge knowledge base of relevant published data, and a suite of
computational modules capable of processing this data to test hypotheses about the struc-
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ture of the ribosome. This explicit representation of the published data allows usersto per-
form avariety of computational functions on this data, and compare resultsin away that is
not possible with pure-textual representations of the literature. Sim has proposed a similar

approach for representing clinical trial information in a central repository (Sim 1997).

2.1.3.2 Sructured Abstracts

Structured abstracts impose a semantic structure and a specific format to a document’s
abstract. Many journals have adopted structured abstracts with the hope of facilitating peer
review, helping the reader access the document, and improving electronic searching
(Evans 1993; Huth 1987; Lilleyman and Lowe 1992; Lock 1988; Squires, et al. 1992).
Unfortunately, several problems with structured abstracts have limited their ability to meet
those objectives. First, each journal has its own guidelines and format for the structure.
These varying structures make it difficult for search systems to provide uniform access to
the structure when searching across multiple journals. This variety also makes it more dif-
ficult for the reader to learn about and remember the meanings of the different compo-
nents of the structured abstract. In addition, some journals have rejected structured
abstracts because the imposed structure could inhibit the expressiveness and creativity of
authors (Heller 1991).

2.1.3.3 Context Models

Context models provide a semantic structure to full-text documents without imposing
specific format guidelines (Purcell 1996; Purcell, et al. 1997). Someone must assign each
sentence in a document to one or mametexts that describe the semantic theme of that
sentence. For example, a search system could distinguish between a document that con-
tains the ternbreast cancer in the context of the eligibility criteria of a study from a docu-

ment that mentionbreast cancer in the context of the adverse effects of an intervention.

The user can then provide her query by specifying terms and the context in which those
terms should appear. Purcell has developed context models for clinical research articles,
case reports, and review articles in the medical literature. In an evaluation of her system at

a fixed level of recall, she demonstrated that searches using the context models resulted in
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dlightly better precision than the same searches with a Boolean, full-text search system.
Contexts are assigned manually to individual sentences; thus, they have been used in only
aresearch setting, although several journals are considering adapting them into their edito-

rial process.

2.2 Query Representation

Search systems use a variety of techniques for representing queries. In Sections 2.2.1
through 2.2.4, | describe Boolean, vector-space, and natural-language query representa-
tions as well as queries in the form of documents. Queries in any of those forms can be
used to generate search results that are organized in some way, but many systemsrely on a

vector-space representation of both the documents and the queries.

2.2.1 Boolean Queries

Boolean queries are combinations of terms using the operators and, or, and not. They

indicate which terms should be present or absent in the retrieved documents. For example,

if the user issued a query of mastectomy and (cancer or neoplasm), the search system

would return al documents that contain both the words mastectomy and cancer, both the

words mastectomy and neoplasm, or all three words-mastectomy, cancer, andneoplasm.

Some systems allow Boolean queries over the different document components such as
author, journal, title, keywords, abstract. Many bibliographic search tools such as Inspec
and Melvyl MEDLINE support only Boolean queries. Many full-text retrieval systems
allow Boolean queries as an advanced search option. However, studies have shown that
searchers often confuse and misuse the Boolean operators (Borgman 1986); thus, most

full-text systems support vector-space queries as their default or naive user interfaces.
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2.2.2 Vector-Space Queries

The vector-space query representation is the same as the vector-space document represen-
tation discussed in Section 2.1.1; a query is represented as a vector of terms that occur in
the query (Salton, Wong, et al. 1975; Salton and McGill 1983; Salton 1989). A searcher
enters aquery asalist of terms that should be in the retrieved documents. This query-for-
mulation processis often much easier for users than entering a query as a Boolean expres-
sion. This advantage is one reason why most web-based search systems and other full-text
retrieval systems represent queries as vectors of terms. This representation is also used by

most systems that rank the retrieved documents as described in Section 2.3.

2.2.3 Natural-Language Queries

Most systems that alow natural-language queries transform those queries into a vector-

Space representation in the same manner as described in Section 2.1.1 for documents. This

technique provides consistent processing of both the documents and the queries; however,

it also may result in a mismatch between the searchers’ expectations and the system’s
capabilities. If users are allowed to enter their query in natural language, they may assume
that the system uses natural-language processing techniques to understand both the query
and the content of the documents, and thus raise the expectations of the searcher. Unlike
systems that transform users’ queries into a vector of words, some systems do use natural-
language processing techniques in matching documents with queries. | describe a particu-

lar technique called information extraction in more depth in Section 3.3.3.2.

2.2.4 DocumentsasQueries

Even when users are allowed to express their information need using natural language,
they may have difficulty articulating that need exactly. Users may find it much easier to

identify a document that is close to meeting their needs, and thus some search systems
allow documents as queries. This representation allows the user to provide an exemplar

for the type of documents that she would like retrieved. The query document is trans-
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formed into a vector and matched against the vector-space representation of the docu-
ments in the document collection. Many systems such as PubMed (NLM 1997c), employ
this technique in the query reformulation stage; after the search system returns documents
from the initial query, the user can select one of those retrieved documents and tell the
search system to find similar documents. This process is a form of relevance feedback,
where users provide feedback to the search system about which documents are relevant to
their query. Studies have shown that relevance feedback does improve system perfor-

mance, in terms of the precision-recall metrics (Buckley, Salton, et al. 1994).

2.3 Relevance Ranking

The purpose of relevance ranking is to order the documents returned from a search

according to their estimated relevance to the query. One simple form of organization that

could be considered a relevance ranking is listing the documents in reverse chronol ogical

order, which is the approach taken by many Boolean information retrieval systems. How-

ever, most vector-space systems determine a document’s rank based on some measure of
how well the document matches the query. This measurement is called a similarity score. |
describe some of the common techniques for calculating a similarity score in Section
2.3.1.

2.3.1 Similarity Scoring

In ranking the documents for a given query, the search system compsitedaaity

scor e between the query and a document. The documents are ranked from the highest to
lowest similarity score. Most of these similarity computations rely on a vector-space doc-
ument and query representation, where the similarity score is a measure of the distance
between the query and the document in the multidimensional vector space. Researchers
have explored a variety of similarity scoring algorithms (Belkin and Croft 1987; Salton
and Buckley 1988; Salton 1989). All these algorithms can be used to calculate the similar-

ity between documents in addition to that between a query and a document. The simplest



34 2.0 Previous Approaches to Organizing Documents

similarity scoring algorithm, adds the weights of the terms that both objects have in com-
mon. However, this metric does not account for the varying length of documents; long
documents would usualy have a greater sum than short documents. Most tests have
shown that similarity metrics that are normalized by document length produce better
results. Common, normalized similarity metrics include Dice’s coefficient, Jaccard’s coef-

ficient, the cosine coefficient, and the overlap coefficient (van Rijsbergen 1979):
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Where, X is the vector representation of a document.
Y isthe vector representation of a query or another document.
X; isthe weight of term i in vector X.
Y; isthe weight of term i in vector Y.
n isthe total number of termsin the document collection.

Many of the commercial search tools use an undisclosed formula for calculating the term

weights, the similarity score, and thus the ultimate relevance-ranking criteria.

2.3.2 Usein Presentation of Search Results

Many interfaces for relevance ranking consist of only the ordered list of search results,

possibly with the relevance score displayed next to each document’s title or summary.
Usually, the interfaces do not indicate the criteria used to generate the relevance score.
One exception is the Lycos Pro web-based search engine (Lycos 1997), which allows the
user to designate the importance of six factors (matching every query word, frequency of
guery words, appearance of query words in the title, appearance of query words early in
the text, appearance of the query words close to each other, and appearance of the query
words in the exact order that was specified) in calculating the relevance score (see
Figure 2.1). This interface gives the user some control over the ranking. However, the
interface to the search results does not indicate how each document fared on each of the
six factors; it shows only the combined relevance ranking (see Figure 2.2). For example,
the user cannot determine whether the top-ranked document received that rank because it
was the only document that contains both words in the query, or whether many of the doc-
uments contain both words but the first document met other important ranking criteria as

well.

TileBars (Hearst 1995) is one of the few interfaces that shows how the document and por-
tions of the document are related to the query terms (see Figure 2.3). The user enters each
topic (a topic may be one or more words) of her query on a different line. The interface

graphically shows the user the relative length of each document in the search results, the
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Figure 2.1 — Interface that allows the user to adjust relevance-ranking criteria for
the Lycos Pro web-based search engine (Lycos 1997).

frequency of the topic words in each document, the distribution of the topic words within
the segments of each document, and the distribution of the topics words in relation to the

distribution of the other topic words.

2.3.3 Advantages and Disadvantages of Relevance Ranking

Relevance ranking may be most useful when the user has a specific question, and when

only afew documents are of interest to her. If the system places those documents near the

top of the search results, the user should have little difficulty locating them. However, the
relevance ranking may not accurately reflect an individual user’s relevance judgements.
The relevance of a document for a particular user depends on many factors that may not

captured by the search tool. A search tool has little or no information about the user or the
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2] Halliz v DowComing Corp.
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hitp: o southam.comfnmehvavesidepthisc ocid o bt [£49%]

4] GenterWatch Study Information [10]

Trial Information Summary: Michigan breast reconstruction outcome study This is 3 comparison o
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Figure 2.2 — Lycos relevance-ranking interfaceThisinterface ranks the search results

using the criteriain the upper right of the screen. The numbersin brackets indicate the relevance
score for the document.

context of her query. It does not know what she already understands regarding the topic of
the query, what documents she has already read, why she is asking the query, or how she
wants to use the documents that she finds. Without such information, it is difficult to
assess the relevance of a document to a query. Search tools could attempt to elicit such

information from the user, but this process could be time consuming and annoying to the



38 2.0 Previous Approaches to Organizing Documents

Use:

. {Enter words for dil‘[eml;t::!l:)ep?cs on different lines.) Run Search New Query I Quit J

T Search Limit: < 50 - 100 ® 250 - 500 - 10(

prevention

e Number of Clusters: - 3 - 4 ¢ 5 .- 8 . 10

Mode: TileBars

Cluster | Titles ] Backup

N
J

A= « =N} FR88513-0157

ﬂE’ AP: Groups Seek §1 Billion a Year for Aging Research

i SIMN: WOMEN'S HEALTH LEGISLATION PROPOSED CI

i AP: Older Athletes Run For Science

st Mmoo i FR: Committee Meetings

H‘_____’ FR: October Advisory Committees; Meetings

H‘_I___A FR88120-0046

HEI FR: Chronic Disease Burden and Prevention Models; Program

HE AP: Survey Says Experts Split on Diversion of Funds for AIDS

HE FR: Consolidated Delegations of Authority for Policy Developn

sl SIMN: RESEARCH FOR BREAST CANCER IS STUCK IN P

N J -~ I ||V

Figure 2.3 — TileBars interfacé. At the top part of the screen, the user enters her query asa
set of topics where the word(s) for each topic is entered on adifferent line. The tool displays the
search results at the bottom right part of the screen with its corresponding TileBars appearing in
large rectangles on the left. Each row correspondsto a query topic (in the same order asin the
guery), and each column of small squares represents a segment within the document. For example,
the TileBar corresponding to the first document shows that the words from all three topics
(osteoporosis, prevention, research) appear in the document. It also shows that, toward the middle
of the document, there are three segments in which all three topics appear, and these are the only
segments where the word research appears. The shading indicates the frequency of occurrence such
that a darker shaded segment indicates that the topic word(s) appear more frequently in that seg-
ment than one with alighter shade.

a. Thisfigure appears courtesy of Marti A. Hearst.

user. It may be more efficient to present the results in away that alows the user to assess

and choose easily which results are most important given her situation.

When the user has a broad query, relevance ranking is unlikely to be useful. In such cases,

many documents are relevant to the user’s query; looking at each document is too time
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consuming. Interfaces such as TileBars can help users to see where and how frequently the
query terms occur in the documents, but they do not help the user to understand the kinds
of information represented in the search results. Such information is not visible in rele-
vance-ranked lists of search results. One possible solution to this problem isto present the
user with a summary of the results that provides enough information for her to decide
which documents to examine more closely. One way to provide such a summary is to
group the search results according to the contents of the documents, such as through docu-

ment clustering, document classification, or dynamic categorization.

2.4 Document Clustering

In this section, | present a basic overview of document clustering. | discuss a few varia-
tionsin the algorithms; however, | do not present acomprehensive review of all clustering
algorithms, or even of al algorithms that have been used to cluster documents. Many
other publications contain detailed reviews of document clustering algorithms (Rasmus-
sen 1992; van Rijsbergen 1979; Willett 1988).

Researchers have applied three kinds of clustering to improve the search process. term
clustering, citation-based clustering, and document clustering. Term clustering groups
the termsin a document collection based on the documentsin which they co-occur. Search
tools use this kind of clustering to help users reformulate their queries by displaying clus-
ters of terms that users may want to add or exclude. Citation-based clustering groups
documents based on the citations that they share. This technique is used to help people
find connections and trends in the literature of afield (Small and Sweeney 1985). Docu-
ment clustering groups documents based on their content. In this document, | describe
only this third kind of clustering. My goal is to provide enough information for under-
standing the basic steps in document clustering, the advantages and disadvantages of doc-
ument-clustering approaches, and the differences between document clustering and

dynamic categorization.
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2.4.1 Document-Clustering Algorithms

Like relevance-ranking algorithms, clustering algorithms represent documents as vectors
of terms (see Section 2.1.1). Document clustering systems use an unsupervised algorithm
to create the clusters. They take documents as input, extract or select the features of the
documents, and form clusters based on a calculation of similarity between individual doc-
uments or between an individual document and a representation of the clusters formed so
far. The similarity calculation, described in Section 2.3.1, is based on only the selected
features for that document collection. The feature-selection processis described in Section
2.4.2.

Clustering algorithms can be either hierarchical and form atree-like organization of doc-
uments, or they can be nonhierarchical and form a flat set of document groups. Most
nonhierarchical clustering algorithms group documents into a preset number of clusters,
K, which could be supplied by the user or generated by the clustering system. First, either
the user or the clustering system chooses K seeds to represent the centers of the K clusters
that the system will create. For each document, the system uses a similarity metric to cal-
culate the similarity between each seed and that document (see Section 2.3.1). The docu-
ment is assigned to the cluster with the most similar seed. The processis repeated for each
document. An advantage to nonhierarchical methods is that they are computationally more
efficient than are hierarchical methods: nonhierarchical clustering is O(KN) where N isthe
number of documents, as opposed to O(N2) for hierarchical clustering. A disadvantage is

that both the number and the centers of clusters must be determined a priori.

Hierarchical clustering algorithms can be either divisive, where all documents start out in
one cluster and are broken into many, or agglomer ative, where all documents start out as
their own clusters and are grouped pairwise into a smaller number of clusters. Most of the
work on document clustering has concentrated on the hierarchical agglomerative cluster-

ing methods, such as single linkage, complete linkage, group average, and Ward hierar-
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chic agglomerative clustering methods (Rasmussen 1992). All the hierarchical

agglomerative methods follow the same basic algorithm:

1. Identify the two closest clusters (using a similarity metric), and combine them

into one cluster.

2. Repesat step 1 until only one cluster remains.

No single algorithm has been shown to produce uniformly better clusters, but single-link
techniques have been shown to create consistently poor clusters (Voorhees 1985, Willett
1988).

2.4.2 Feature Sdection

Clustering algorithms represent documents as a set of features that they use to determine

how to group the documents. The selection of features isimportant because these features

are the only information about the documents that the clustering algorithms have. Many

systems use some subset of the termsin the document collection as the document features.

The problem with using all the termsis that the efficiency of both clustering and classifi-

cation algorithms depends on the number of features used. Because there are many terms

in even a small document collection (at least 10° terms), efficiency can be a magjor prob-

lem (Sahami, et al. 1998). Thus, researchers have focused mainly on techniques for reduc-

ing the number of features (terms) used in representing the document. As a first step,

nearly all approaches remove stop words (see Section 2.1) and punctuation from the fea-

tures. Most approaches to feature selection eliminate all terms whose frequency is above a

certain maximal threshold or below a certain minimal threshold. Some approaches set

those thresholds arbitrarily, whereas others base the thresholds on some principle such as

Zipf's law (van Rijsbergen 1979), entropy, or information theory (Koller and Sahami
1996). Another approach is to transform the space of features into a reduced set of features
by finding relationships among terms in the collection. Both latent semantic indexing
(Deerwester, et al. 1990, Dumais 1993) and linear least-squares fit (Yang and Chute

1994Db) are techniques that have been used for such feature-space transformations.
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2.4.3 Usein Matching Documentsto Queries

Most systems that employ clustering techniques group all documents in a collection in an
effort to improve either the efficiency or effectiveness of retrieving relevant documents
for agiven query. These approaches are based on the cluster hypothesis, which states that
closely associated documents tend to be relevant to the same requests (van Rijsbergen
1979).

To increase the efficiency of finding documents, search systems match the query against
each cluster representation, rather than against each document representation. Only docu-
ments that belong to matching clusters are assumed to be relevant to the query. Search
tools use this process to accelerate the traditional vector-based searching, but more effi-
cient algorithms for vector-based searching have nearly eliminated this use of clustering
(Rasmussen 1992).

Another goal in using clustering is to increase search effectiveness by improving the sys-

tem’s recall. Search systems used clustering to broaden a search request. However, several
studies have shown that cluster-based searching is no more effective than, and sometimes
is less effective than, typical vector-based searching (Griffiths, et al. 1986, Jardine and van
Rijsbergen 1971, Rijsbergen and Croft 1975).

2.4.4 Usein Presentation of Search Results

Recently, a few researchers have applied clustering techniques to help users navigate, and
gain a high-level understanding of, an entire document collection, or of the results of a
search. For this type of clustering application, the systems also need a way to describe
each cluster to the user. They usually label each cluster using the highest-weighted terms
from the center of that cluster. For efficiency reasons, these approaches typically use

nonhierarchical clustering methods.

Scatter/Gather is a document-clustering system that first was applied to help users under-

stand the topics of a document collection as a whole (Cutting, et al. 1992). In the past cou-
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ple of years, researchers have been using Scatter/Gather to cluster search results (Hearst,
et a. 1995). Scatter/Gather is an interactive tool that allows the user to select clusters of
interest, and to recluster only the documents in those cluster. Figure 2.4 shows an example
of the Scatter/Gather interface.

_| Cluster 1 Size: 8 key army war francis spangle banner air song scott word poemn british

(_ Key, Francis Scott
> Fort McHenry
) Arnold, Henry Harley

0 RTailraaalea A atlaaaa "

() Star—Spangled Banner, The j

_| Cluster 2 Size: 68 film play career win television role record award york popular stage p

) Burstyn, Ellen A
(& Stanwyck, Barbara

O Berle, Milton

) Zukor, Adolph i
_| Cluster 3 Size: 97 bright magnitude cluster constellation line type contain period spec
O star A
& Galaxy, The

0 extragalactic systems

) interstellar matter i
_| Cluster 4 Size: 67 astronomer observatory astronomy position measure celestial telesco
) astronomy and astrophysics g
(O astrometry

) Agena

9] astronomical catalogs and atlases i

_| Cluster 5 Size: 10 family specie flower animal arm plant shape leaf brittle tube foot hor

() blazing star A
(O brittle star J
> bishop’s—cap
(J feather star /

Figure 2.4 — Scatter/Gather interfac&. This screen showsthe 5 clusters that Scatter/
Gather created from a search on encyclopedia articles that contain the word star. Each cluster is
displayed in its own section of the screen. Each section is labeled with the cluster number, the
number of documents in that cluster, and the representative words from that cluster. The section
also contains a scrollable list of the titles of the documents that belong to that cluster. In this exam-
ple, the clusters appear to correspond to the different senses of the word star (e.g. famous person,
the celestial body).

a. Thisfigure appears courtesy of Marti A. Hearst.
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The Service for Organizing Networked Information Autonomously (SONIA) (Sahami, et
a. 1997a; Sahami 1998) is a prototype service in the Stanford Digital Libraries Testbed
that provides document clustering as part of the SenseMaker interface (Baldonado and
Winograd 1997; Baldonado 1997). Through SenseMaker, users can query a number of
information sources, and then use the feature bundling by similar content to employ
SONIA for document clustering. SONIA first stems each term in the document, sends the
vectors through a feature-selection process, and uses either of the nonhierarchical algo-
rithms K-Means (Krishnaiah and Kanal 1982) or AutoClass (Cheeseman, et a. 1988) to

cluster the documents.

Other researchers have displayed document clusters using specialized graphics such as
dendrograms (Allen, et al. 1993), or starfields (Allan and Hirsch 1997), but such displays
do not label the clusters and may not help the user to understand the groupings. One study
that compared clustering systems found that a system that showed the textual information
associated with the documents was more useful than the other systems that showed the

clusters as projections onto a 2D or 3D space (Kleiboemer, et al. 1996).

2.4.5 Advantages and Disadvantages of Document Clustering

Asdiscussed in (Hearst to appear), clustering has usability tradeoffs when applied to orga-
nizing search results. The main advantage of clustering is that it may reveal previously
hidden but meaningful themes among documents. Such themes correspond to those found
in the search results, rather than being predefined. Since clustering is an unsupervised

approach, it also requires no domain-specific knowledge.

Most of the disadvantages of clustering stem from its unsupervised nature. The generated
clusters indicate associations among the documents in the cluster; however, those associa-
tions may not be meaningful to the user. Clustering systems also have no clear way to con-
vey the meaning of the clusters. Although most systems display labels of representative

terms in the cluster, the user may not be able to determine the meaning of such alist of
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terms. Finally, the clusters are based solely on the search results, even though only a sub-

set of the possible clusters may be of interest to the user for any given query.

2.5 Document Classification

Document classification is a method (manual or automatic) to assign documents to
labeled categories that represent themes discussed in those documents. In Section 2.5.1, |
describe the common algorithms for automatic document classification. | describe how
such categories can be used in the presentation of search results (Section 2.5.2), and | sum-

marize the advantages and disadvantages of document classification (Section 2.5.3).

2.5.1 Automated Algorithms

Previous approaches to automatic document classification have used a wide variety of
supervised-learning algorithms, including decision-rule induction (Apte, et al. 1994),
decision-tree induction (Lewis and Ringuette 1994; Tong and Appelbaum 1994), nearest
neighbor algorithms (Massand, et a. 1992; Yang and Chute 1994b), Bayesian classifiers
(Lewis and Ringuette 1994; Lewis 1992b), discriminant analysis (Hull 1994), and neural
networks (Ng, et a. 1997; Wiener, et a. 1995). Systems that use these approaches follow
the same basic stepsfor categorizing documents. They require atraining set of documents,
where each document is assigned to any number of predefined categories. Each document
in the training set is represented as a vector of terms (as described in Section 2.1), and
some feature-selection process (see Sections 2.4.2 and 2.5.1.1) is applied to produce the
final feature vector. For each predefined category, the goal is to determine a function of
the features in the feature vector that accurately predicts whether or not a document

belongs to the category.
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25.1.1 Feature Selection for Supervised-L earning Techniques

Classification algorithms can apply the same feature-selection approaches as clustering
algorithms (see Section 2.4.2); however a few feature-selection algorithms can be used in

only document classification techniques because they are based on the training set.

One approach creates alocal dictionary for each category (Apte, et a. 1994). Thetermsin
the dictionary are only those terms that are present in the documents from the training set
that were assigned to the category. These terms are the only ones used to determine

whether a new document belongs to the category.

2.5.2 Usein Presentation of Search Results

Most of the interfaces that use categories to display search results take advantage of man-
ually assigned category labels. Both the Cat-a-Cone (Hearst and Karadi 1997) system and

Yahoo! use such categoriesin their display of search results.

The Cat-a-Cone interface integrates search and browsing of large category hierarchies
with their associated text collections. One central feature of this interface is that the cate-
gory labels are displayed separately from the documents. A ConeTree (Card, Robertson, et
a. 1996) displays category labels, and a WebBook (Robertson, Card, et al. 1993) shows
retrieval results. The left-hand page shows the title and the category |abels associated with
the document. The right-hand page shows the abstract associated with the document.
Books that are the results of previous searches are stored in the workspace on the book-

shelf, and thus can act asa memory aid for the user.

Although this interface might help the user to understand the content of each document
individually, it might not help the user to see a summary of the overall content of the
search results. The user can flip through the pages of the book, and observe the changesin
the ConeTree. However, the interface shows the category hierarchy for each document
individually, rather than showing the category hierarchy for the entire set of documentsin

the search results.
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In contrast, the Yahoo interface shows the user’s search results in an alphabetic listing of
the categories. These categories help the user gain some knowledge of the content of the
search results. However, when many categories are listed, the user may be just as over-

whelmed by the long list of categories as she was by the long list of search results.

2.5.3 Advantages and Disadvantages of Document
Classification

The advantage of classification systems over clustering systems is that the classification
systems provide meaningful labels and groupings of the documents, but clustering sys-
tems do not. However, these labels must be predefined. If a theme for which there is no
label is discussed in the search results, classification systems have no way to detect and
label that theme. If most search results fall into one category, classification systems cannot
divide a category to illustrate subthemes. When documents are assigned to multiple cate-

gories, many of those categories may be irrelevant to any given query.

2.6 Summary and Comparison to Dynamic
Categorization

The document representation is fundamentally different in dynamic categorization com-
pared to other approaches. Dynamic categorization uses a semantic-based representation
of the terms in the documents; it incorporates the semantic type of each term, rather than
basing the representation solely on the presence of terms. Most other approaches to docu-
ment organization (relevance ranking, clustering, automatic document classification) rep-

resent documents solely by the occurrences of specific terms.
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As opposed to relevance ranking, classification, or clustering, dynamic categorization

exhibits all four desirable characteristics (see Section 1.4):

1. Assign meaningful labels to the document groups.

2. Create document groups that are responsive to the content of the documents in

the search results.
3. Create document groups that correspond to the user’s query.

4. Place documents in all appropriate groups.
In Chapter 5, | describe an evaluation that substantiates these claims.

However, the added functionality of dynamic categorization comes at a price. Unlike the
other approaches, dynamic categorization can be applied only when the user’s query
matches one of the query types in the query model. Both classification and dynamic cate-
gorization also require some form of domain-specific knowledge. In classification, that
knowledge takes the form of training sets. Dynamic categorization requires knowledge of
the types of words and phrases used in that domain, and knowledge about the types of que-
ries users make. In contrast, clustering or relevance ranking can be applied to any domain

without representing any knowledge of that domain.



Chapter 3

System Specification

In Section 1.4, | specified four desirable characteristics for a document-organization system:

1. Create document groups that correspond to the user’s query.
2. Assign meaningful labels to the document groups.

3. Create document groups that are responsive to the content of the documents in the

search results.

4. Place documents in all appropriate groups.

In this chapter, | specify the system components necessary for obtaining those characteristics:
the query model (Section 3.1), the terminology model (Section 3.2), the categorizer (Section
3.3), the organizer (Section 3.4), and the results-presentation interface (Section 3.5). Figure 3.1

shows how these components interact.

49
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Figure 3.1 — DynaCat's system architectureThe categorizer takes the search results, and
uses information from the query model and terminology model to produce alist of categories and
documents assigned to those categories. The organizer takes the list of categories, and uses the
hierarchical relationships among termsin the terminology model to create a hierarchical organiza-
tion of those categories. The results-presentation interface takes the hierarchy of categories and
convertsit into an html file that can be displayed in any web browser.

3.1 Query Mode

To organize the documents into categories that correspond to the user’s query, the system
needs knowledge about what kinds of queries users make in that domain, and about how
search results from those queries should be categorized. The query model provides this

information through the query types (Section 3.1.1), and category types (Section 3.1.2).
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3.1.1 Query Types

It would be impossible to generate a comprehensive list of all the questions that people
may want to ask, even if the question topics were limited to a specific domain such as
medicine. However, it is possible to create an abstraction of the typical kinds of queries
that people make. | created such an abstraction, called query types, for the domain of
medicine. Query types, such as treatment—problemsr problem—preventive-actionare
generalizations of common, specific queries, such as What are the complications of a mas-
tectomy?or What actions can | take to prevent breast cancesfectively. Because the
query types are abstractions and thus are independent of specific medical terms, a small
number of query types can cover many specific questions that a user might ask. For exam-
ple, both specific questions What are the complications of a mastectoray? What are
the side effects of taking the drug Seldaha? the same treatment—problemguery
type, even though the questions refer to different treatments (e.g., the surgical procedure,
mastectomyand the drug Seldang

For DynaCat's patient-oriented medical query model (see Table 3.1), | created nine query
types that correspond to questions that patients ask when they look for information in
medical journal articles. These query types may not provide comprehensive coverage of
all questions that patients have, but the query types do cover many possible queries. For
example, there are over 30,000 concepts in the medical terminology model that could be
consideredproblems.1 Since the query model contains seven problem-oriented query

types, the model covers at least 210,000 specific, problem-oriented queries.

1. The number of problems was counted by adding together the total number of descendents of the
terms disease or syndrome, mental or behavioral dysfunction, andsign or symptom, using
the 1997 version of the UMLS.
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Table 3.1. Patient-oriented medical query typesand their typical forms.

Query Type Form of Question
Prevention
problem—preventive-actions What can be dongrevent <problem>?
problem—risk-factors What are thesk factor s for <problem>?
Diagnosis
problem—tests What are the diagnosasts for <problem>?
problem—symptoms What are the warning signssyntptoms
for <problem>?
symptoms—diagnoses What are the possidgnoses for
<symptoms>?
Treatment
problem—treatments What are ttreatments for <problem>?
treatment—problems What are §voblems that could result from
<treatment>?
Prognosis

problem—prognostic-indicators What are thdicator s that influence the
prognosis for <problem>?

problem—prognoses What is theognosis for <problem>?

3.1.2 Category Types

For each query type, the system also needs an abstraction for the topics or categories that
are appropriate for groups of search results. | call this abstraction category types. For
example, when the user asks about the adverse effects of some drug, the types of catego-
ries that make sense are those that indicate the various adverse effects or problems that can

arise when a person takes that drug.

The medical query model for DynaCat contains nine category types: problems, symptoms,
preventive—actionsisk—factors diagnosestests treatmentsprognosesprognostic—indi-

cators Asindicated by these names, each query typein the query model islinked to a cat-
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egory type, which determines the kinds of categories that DynaCat will select whenever

the user issues a query of that type.

By representing the category types separately from the query types, the system can link
the multiple query types to the same category type, although currently the mapping is one-
to-one. More importantly, this representation decision allows the system to provide a cate-
gorization option for queries that do not fit one of the predefined query types. Users could
issue a normal search (without specifying a query type), and choose one of the category
types as the way to categorize their search results. This separation also could enable the
system to categorize the documents in a more interactive environment, where the user
could select a subset of the search results and recategorize them according to a selected
category type. The current system alows only the option to categorize documents by

entering an initia query type.

3.1.3 Creation of the Query Model

To create a query model for a given domain, an implementor should think about the tar-
geted user group, the kinds of questions that those users typicaly ask, and the kinds of
information that is available to answer those questions. Ideally, the system implementor
should analyze a set of questions that are frequently asked of that information source.
First, she needs to identify all questions that have a list of possible answers and are likely
to generate many relevant documents. Those questions are the ones that are appropriate
for dynamic categorization. The implementor should look for ways to generalize from
those questions to query types that have similar forms, and that have answers that she
would group into similar types of categories. Her goal isto create alist of query types that
cover most of the broad queries that users make when they are searching the document

collection of interest.

In creating the medical query model for DynaCat, | thought about the kinds of medical
guestions that patients ask, and the kinds of information that is available in the medical lit-
erature. | al'so examined alist of frequently asked questions that at the Community Breast
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Health Project (see Appendix B). Unfortunately, this list reflects all questions that breast-
cancer patients asked, including those asked of physicians and other patients, rather than
those made only when they were searching the medical literature. | discarded the ques-
tions that could not be answered from the medical literature. From these analyses, | gener-
ated the list of nine query types in Table 3.1. These nine query types cover at least two
kinds of queries for each of the subject areas that most concerned the breast-cancer

patients. diagnosis, treatment, prognosis, and prevention.

Other researchers have used similar abstractions of medical queries with clinicians as the
targeted user group. The clinical queries component of PubMed provides canned MED-
LINE queries that return information about diagnosis, prognosis, etiology, or therapy of a
clinician-selected medical problem (NLM 1998b). Researchers from McMaster Univer-
Sity created the search expressions that correspond to those clinical queries (Haynes, Wil-
czynski, et al. 1994). Researchers from Columbia University created a similar query
abstraction called generic queries (Cimino, Aguirre, et a. 1993). Although none of these
researchers have used their query abstractions to organize search results, their query

abstractions are similar to those that | defined.

Although | created this query model for only medical patients, many of the query types
generalize to any diagnostic domain. For example, if someone wanted to create a categori-
zation system for documents on maintaining and repairing copy machines, queries such as
What should be done when the copies come out too light? or What problems could arise
when someone adds new toner to the copier? could map to the query types problem—
treatmentsand treatment—problemsespectively. For such adomain, the system designer
should be able to reuse these query types. However, she will need to use a different termi-
nology model, and connect the existing category types to the appropriate concepts in the
different terminology model. | explain the terminology model and this process in the fol-

lowing section (Section 3.2).
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3.2 Terminology Mod€

To determine appropriate category labels for the document groups, the system needs to
know which category labels are valid for the given category type. The ter minology model
provides this information by connecting individual terms (i.e., single words, abbrevia-
tions, acronyms, or multi-word phrases) to their corresponding general concept, called a
semantic type. Those individual terms may become category labels if their semantic type
is connected to the desired category type (see Section 3.3). For example, terms such as
AIDS depression, or headache could be category |abels when the search results are orga-
nized by the category type problems, because their semantic types (disease or syndrome,
mental or behavioral dysfunction, sign or symptom) correspond to the category type prob-
lems. This connection between the terminology model and the query model isillustrated in
Figure 3.2. The system designer needs to only make the connections between the category
types and the semantic types; she does not make any connections between the category
types and specific category labels. Thislayer of separation allows maintenance of the spe-
cific terms (category labels) in terminal model independent from the maintenance of the
query model. For example, if anew drug is discovered, the maintainers of the terminology
model add the new drug to their model and connect it to the semantic type pharmacol ogic
substance. The query model does change; yet DynaCat will be able to create categories
labeled with the new drug name because the connections between the query model and the
terminology model are made at an abstract level—between the category types and the

semantic types.

3.2.1 Medical Terminology Model

DynaCat uses the medical-terminology models in the Unified Medical Language System
(UMLS) (McCray, et al. 1993; Humphreys, Lindberg, et al. 1998). The National Library
of Medicine maintains the UMLS, which contains four knowledge sources: the Metathe-
saurus, the Semantic Network, the SPECIALIST Lexicon, and the Information Sources
Map. DynaCat uses the first two knowledge sources.M#athesaur us contains infor-

mation from more than 40 different medical vocabularies on over 476,322 unique con-
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Figure 3.2 — The connection between the terminology model and the query model.

This figure shows how the semantic types provide the link between the query model’s category
types and the terminology model’s specific terms that are used to generate category labels. The
semantic types are part of the terminology model; the system designer must explicitly link these
semantic types to the category types of the query model. For example, when DynaCat organizes
the search results according to the category typeeuéntive actions, it may create document

groups with labels such dget, smoking, orvitamins, because those terms have a semantic type

that is linked to th@reventive actions category type. The links between the semantic types and the
category labels are part of the terminology. If the categorization system uses an existing terminol-
ogy model, as DynaCat did, the system designer does not make those links; they were already
made by the terminology model developers.

cepts named by more than 1,051,903 different biomedical terms (NLM 1999b). The
M etathesaurus provides synonymy mappings among terms (even across multiple vocabu-
laries), as well as is-a links between each term in the Metathesaurus and a term in the
Semantic Network.
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The Semantic Network represents semantic types and the relationships that can hold
among them. The network contains 135 unique semantic types with major groupings for
organisms, anatomical structures, biologic function, chemicals, events, physical objects,
and concepts or ideas (NLM 1999c). These semantic types have been organized into an is-

a hierarchy. All terms in the Metathesaurus contain links to their most specific semantic

types.

3.2.2 Terminology Model Requirements

A terminology model that is used for dynamic categorization must represent most of the
commonly occurring terms of the domain, including multi-word phrases. The model must
provide links among those terms and their synonyms, abbreviations, or acronyms.
Because only termsin the terminology model can become category |abels, the comprehen-
siveness of the terminology model affects the accuracy of the categorization strongly. For
example, if the terminology model does not contain the term aspirin, the categorizer will

be unable to create a category with such alabel when it creates categories of drugs.

The model aso must provide some form of semantic link between specific termsand more
genera terms. The minimum requirement is for an is-a link between terms and high-level
conceptsthat can be related to the category types appropriate for the domain. For example,
the specific term aspirin needs to be connected through an is-a link to the more general
term drug. Extensive links among terms, such as part-of links or causal links, may help
systems create more accurate document categorizations than simple is-a links. For exam-
ple, the knowledge that the drug aspirin treats the symptom headache would immediately
inform the categorizer that aspirin would be a good category label when the user is asking
about treatments for headaches. However, such correlations often are controversial, and
such knowledge evolves rapidly. Few such detailed models exist, and even fewer are
updated regularly. Therefore, dynamic categorization relies solely on the straightforward

is-a hierarchy of terms.
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3.2.2.1 Terminology Modelsfor Other Domains

| have implemented dynamic categorization exclusively for the domain of medicine; how-
ever, the approach should be extensible to other domains that have large terminology mod-
els. Many terminology models for other domains exist and may be useful for categorizing

documents (Rowley 1996). | describe a few of the popular models in the following para-

graphs.

For computer science, the Association for Computing Machinery (ACM) created a tax-
onomy of computing terms (ACM 1997). Thetree consists of 11 terms asfirst-level nodes,
and each node has between five and 10 children. The total depth of the tree isfour levels.
An example path from the top level of the tree to the bottom level is hardware—integrated
circuits—types and design styles—gate arrdy® ACM uses the terms in its model to
label all articles published in itsjournals.

Mathematical Review sponsors asimilar taxonomy of mathematics terminology (Review
1997). Its hierarchy has a depth of only three, but it is much broader than the ACM’s, with
more than 90 categories at the top level. The Review’s coding system allows for up to 26

subcategories for each concept, each of which can have up to 99 subcategories.

Two general-purpose knowledge bases could be useful for categorization: WordNet (Fell-
baum 1998) and CYC (Guha and Lenat 1994; Lenat 1995). WordNet is a database of over
118,000 English nouns, verbs, adjectives, and adverbs organized into synonym sets, each
representing one underlying lexical concept. People caWasdNet online or they can
download it (Miller 1997)CYC is a knowledge base of detailed, common-sense knowl-
edge about more than 100,000 concepts. Although CYC is a proprietary knowledge base,
Cycorp, the company that owns CYC, has released for public use about 3000 concepts

from CYC'’s upper-level ontology (Cycorp 1997).
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3.3 Categorizer

To determine which category labels are appropriate for the search results and the user’s
query, DynaCat needs the categorizer. Tategorizer examines each document in the
search results, determines what topics are discussed in that document, selects as category
labels only those topics that match the desired category type, and assigns the document to
its appropriate categories. The categorizer could use any of a variety of methods for deter-
mining what topics are discussed in a document. In Section 3.3.1, | discuss DynaCat’s cur-
rent approach to categorizing documents, and in Section 3.3.3, | present two other

approaches that | explored but rejected.

3.3.1 Current Approach: Keyword Pruning

Many published documents contain keywords that authors or indexers have selected to
describe the documents’ content. Theywor d-pruning approach takes advantage of

this information in determining how to categorize search results. In the following sections,

| describe the requirements for the terminology-model (Section 3.3.1.1), the keyword-

pruning algorithm (Section 3.3.1.2), and an example of using this approach (Section

3.3.1.3).

3.3.1.1 Implicationsfor Terminology-M odel Requirements

This keyword-pruning approach requires that the documents in the collection have preas-
signed keywords, and that those keywords be represented in the terminology model. For
the medical domain, DynaCat makes extensive use of one of the Metathesaurus’s vocabu-
laries, the Medical Subject Headings (MeSM)eSH is a vocabulary of nearly 19,000
medical keywords that are organized into a hierarchy baseéstaorelationships (NLM
1999a). For example, the MeSH tepemicillin has the ternantibiotics as a parent, which

has the ternmanti-infective agents as a parent. The hierarchy is not a strict tree, in that
terms may appear in multiple places in the hierarchy. For example, the MeSpheerm

monia has two parentdung diseases andrespiratory tract infections. Medical librarians,

called MEDLINE indexers, manually assign the MeSH terms to documents in MEDLINE.
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They are instructed to use the most specific MeSH terms that describe the content of the
document (Humphrey 1992). They typically assign seven to 12 terms per document.

When the MEDLINE indexers assign aMeSH term to a document, they may further char-
acterize the MeSH term by adding a subheading or qualifier. MeSH subheadings provide
more information about how the term is used in the document. For example, if indexers
assign the MeSH term arthritis with a subheading etiology to a document, this assignment
indicates that the document contains information about the cause (etiology) of arthritis;
this subheading might indicate, for example, that the article discusses arthritis as an
adverse effect of a mastectomy. The system uses this added information in the form of
constraints to improve its ability to categorize accurately for some of the query types.

These constraints and the category type make up a querydgf®gerization criteria.

To improve the system’s ability to include all appropriate categories, | added a possible
criterion calledstandalone subheadings. It specifies a list of MeSH subheadings that
indicate a category label should be created from any keyword that one of standalone sub-
headings modifies, even if that keyword’s semantic type does not match those provided
for the category type. Consider a case where the desired category tigaéments, and

the standalone subheadings$herapeutic use. DynaCat would create a category label for

any keyword that has the subheading apeutic use assigned to it, because that keyword

is likely to be a treatment regardless of that keyword’s semantic type.

To improve the system’s ability to discard inappropriate categories, | added another possi-
ble constraint calledequired subheadings, which indicates that a keyword must be mod-
ified by one of the required subheadings, in addition to having a semantic type indicated
by the desired category type. As an example, the querytityaement—problembas a
category type of problemsand required subheadings of etiologyor chemically inducedf

the term skin cancemith the subheading etiologywas assigned to a document, it would be

selected as a category label because its semantic type is appropriate for problemsand

because it was modified by one of the required subheadings.
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The overall effectiveness of the keyword-pruning approach is limited by the expressive-
ness of the terminology model and the accuracy of the keyword-assignment process. How-
ever, one large advantage of this approach is the ease of constructing the categorization
criteria for each query type; after | created the first couple of categorization criteria, |

could create new criteriafor another query type within afew hours.

3.3.1.2 TheKeyword-Pruning Algorithm

Because many of a document’s keywords do not correspond to the user’s query (see exam-
ples in Section 1.4.3), the categorizer must prune the irrelevant keywords from the list of
potential categories. To accomplish this task, the categorizer examines each document in
the set of results individually (see Figure 3.3). For each document, the categorizer exam-
ines each keyword. It looks up the keyword’s semantic type in the terminology model, and
compares that type to the list of acceptable semantic types from the categorization criteria.
It also compares the keyword’s subheadings to the required subheadings and the standal-
one subheadings in the categorization criteria. If a keyword satisfies all the categorization
criteria, the categorizer adds the document to the category labeled with that keyword. If
such a category has not already been created, it creates a new category labelled by that
keyword. Every keyword in a document is checked against the categorization criteria;
thus, each document may be categorized under as many labels as is appropriate for the

given query type.

3.3.1.3 Exampleof the Categorization Process

To see how the keyword-pruning approach works, consider the example \¢hat\are

the complications of a mastectomy? and its corresponding categorization criteria in
Table 3.3. Using this approach on the document in Figure 3.4, the system produces a cate-
gorization in which this document appears under only one cateigagtions arthritis.

As is illustrated in Table 3.2, the document is not categorized winalgostic imaging,
mastectomy, or middle age, because those terms do not satisfy the category type constraint

for the query typdreatment—problemslhe system does not categorize this document
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Figure 3.3 — Flow diagram for keyword pruning. For each document in the search

results, the system gets all of that document’s keywords. It retrieves each keyword’s semantic
types from the terminology model. If a keyword satisfies the categorization criteria from the query
model, the system uses that keyword as a category label, and adds the document to the category.

under lymphedema, because the required subheadings constraint is not met.

3.3.2 tExploratory Approaches

| explored two other approaches to categorizing documents that | ultimately rejected as
impractical. Both approaches were rejected before they were used in any evaluation of
DynaCat. In Section 3.3.3.1, | explain the title-term spotting categorization approach and
discussits limitations. In Section 3.3.3.2, | describe the information-extraction categoriza-

tion approach and the problems in scaling this approach.
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Title: Septic Arthritis of the Shoulder After Mastectomy and Radiotherapy for Breast Carcinoma.

Author: Chaudhuri K, Lonergan D, Portek |, McGuigan L

Source: Bone Joint Surg Br; 75(2):318-21 1993

Type: JOURNAL ARTICLE

Language: ENG

Keywords: Aged, *Arthritis; Infectious -- diagnosis -- * etiol ogy, * Breast Neoplasms -- * therapy, Combined
Modality Therapy, Diagnostic Imaging -- etiology, Lymphedema, * Mastectomy -- * adverse effects --
methods, Middle Age, * Radiotherapy -- * adverse effects, * Shoulder Joint

Abstract: Wereport five patients who devel oped septic arthritis of the shoulder after cancer of theipsilateral
breast had been treated by surgery and radiotherapy. Lymphoedemawas present in al cases. The
infections were not obvious, having subacute onsets, and delaysin diagnosis led to destruction of the
jointin all but one patient.

Figure 3.4 — Example citation returned from a search omnastectomy and adverse
effects. The capitalized termsin the list of keywords are the MeSH terms. If aMeSH term has a
subheading, it appearsin all lowercase |etters, and it separated from the MeSH term that it qualifies

by adouble dash (--). The asterisk (*) indicates the main headings, which are the terms that the
indexers thought were the main topics of the article.

Title: Septic Arthritis of the Shoulder After Mastectomy and Radiotherapy for Breast Carcinoma.

Author: Chaudhuri K, Lonergan D, Portek |, McGuigan L

Source: Bone Joint Surg Br; 75(2):318-21 1993

Type: JOURNAL ARTICLE

Language: ENG

Keywords: Aged, *Arthritis; Infectious -- diagnosis -- * etiol ogy, * Breast Neoplasms -- * therapy, Combined
Modality Therapy, Diagnostic Imaging -- etiology, Lymphedema, * Mastectomy -- * adverse effects --
methods, Middle Age, * Radiotherapy -- * adverse effects, * Shoulder Joint

Abstract: Wereport five patients who devel oped septic arthritis of the shoulder after cancer of theipsilateral
breast had been treated by surgery and radiotherapy. Lymphoedemawas present in all cases. The
infections were not obvious, having subacute onsets, and delaysin diagnosis led to destruction of the
jointin all but one patient.

Figure 3.5 — Example citation returned from a search omnastectomy and adverse
effects. The capitalized termsin the list of keywords are the MeSH terms. If aMeSH term has a
subheading, it appearsin all lowercase |etters, and it separated from the MeSH term that it qualifies

by adouble dash (--). The asterisk (*) indicates the main headings, which are the terms that the
indexers thought were the main topics of the article.

3.3.21 TitleTerm Spotting

The objective of the title-term spotting approach is to identify terms in a document’s title

that indicate that the document belongs to a category of interest. Many scientific articles,
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Table 3.1. Categorization criteriafor the query type treatment—problems

Required
Category type Semantic types subheadings
disease or syndrome
mental or behavioral
dysfunction
problems sign or symptom etiology

neoplastic process
injury or poisoning
sign or symptom

Table 3.2. Example keywor ds corresponding to the citation shown in Figure 3.4. The
keyword in bold would become the category label for thiscitation.

K eywords Subheadings Semantic Types Categorization

CriteriaMet
aged age group none
infectious diagnosis, . category type and
arthritis etiology disease or syndrome subheading
breast neoplasms therapy neoplastic process none
combined therapeutic or none
modality therapy preventive procedure
diagnostic : , . .
imaging etiology diagnostic procedure subheading only
lymphedema pathol ogic function category type only
mastectomy ther_apeutlc or none
preventive procedure
: therapeutic or
radiotherapy preventive procedure none
shoulder joint body space or none

junction
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3.3.3 Exploratory Approaches

| explored two other approaches to categorizing documents that | ultimately rejected as
impractical. Both approaches were rejected before they were used in any evauation of
DynaCat. In Section 3.3.3.1, | explain the title-term spotting categorization approach and
discussitslimitations. In Section 3.3.3.2, | describe the information-extraction categoriza-

tion approach and the problems in scaling this approach.

3.3.3.1 TitleTerm Spotting

The objective of the title-term spotting approach is to identify terms in a document’s title

that indicate that the document belongs to a category of interest. Many scientific articles,
have titles that summarize the content of the entire article; descriptive titles Shadti ess

of a low-fat diet to prevent breast cancer are common for medical journal articles. The
title-term spotting approach takes advantage of this situation. It assumes that each docu-
ment’s title describes the content of the document accurately, and that the terms mentioned
in the title reflect key concepts in the document. In the scientific literature, such as in
MEDLINE, this assumption is reasonable; however, it is not a valid assumption for infor-

mal information, such as web documents.

Figure 3.6 illustrates the title-term-spotting algorithm. For each document in the search
results, the system first identifies all the medical terms in the document’s title. | use a
term-identification tool developed at Lexical Technology, Inc., for this step. The term
identifier uses a stop-word approach to identify potential noun phrases (Nelson, et al.
1994). It then checks the terminology model to determine whether the phrase or word is a
known medical term. For example, given the til@giosarcoma of the Breast Following
Segmental Mastectomy Complicated by Lymphedetima’term identifier returns the

terms. angiosarcoma, breast, segmental mastectomy, lymphedémaerm identifier
recognizes multi-word terms, such as segmental mastectonag well as single-word terms.
Because every term in the user’s query is present in every document returned, the catego-
rizer removes any title terms that are also a term in the user’s query or a synonym of a

guery term. This process prevents DynaCat from creating categories buedsasancer,
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Figure 3.6 — Flow Diagram for title term spotting. For each document in the search

results, the Term Identifier finds all of the medical terms in the document’s title. Next the semantic
types of each term are retrieved from the terminology model. For each term that satisfies the cate-
gorization criteria, the system uses the label selector function to determine the corresponding cate-
gory label, selects the category with that label (or creates a new category with that label if one does
not exist), and adds the document to that category.

which would contain every document in the search results, and thus would not be a useful

category.

In the second step, the semantic types for each term are retrieved from the UMLS Seman-
tic Network. Each term in the document is checked against the categorization criteria for
the query type. If the term has a semantic type that corresponds to a category type in the
categorization criteria, then the system retains that term as a category label. If no category
already exists with that label, the system creates a new category and adds that document
the category’s document list. If a category already exists, then the system adds that docu-

ment to the existing category’s document list. This process is repeated for every term in
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the document’s title and then for every document in the search results. Since each term in

the document’s title is examined, the system can place a document in multiple categories.

As an example, consider the document with the“éttegiosarcoma of the Breast Follow-

ing Segmental Mastectomy Complicated by Lympheddanahe query “What are the
complications of a mastectomy®The query type that was chosen by the user is treat-
ment—problemsvhich lists problemsas the category type. Problemscorresponds to the
following semantic types. disease or syndrome, mental or behavioral dysfunction, patho-
logic function, neoplastic process, injury or poisoning, sign or symplahe 3.3 shows

each term in the document’s title, that term’s semantic type, and the categorization criteria
that are satisfied. If a title term appears in boldface, then that title term satisfies applicable

categorization criteria and is used as a category label for the document.

Table 3.3. Example of how the terms in the title “Angiosarcoma of the
Breast Following Segmental Mastectomy Complicated by Lymphedema”
could be used to categorize that document for a query on the
complications of a mastectomy.

Categorization

Title Term Semantic Types Criteria Met
angiosarcoma neoplastic process category type
breagt body part, organ, or none
organ component

segmental therapeutic or none
mastectomy preventive procedure
lymphedema pathologic function category type

This document is added to two different categora®iosarcoma and lymphedema.

Notice that neither of those category labels is explicitly represented in the categorization
criteria. The labels are selected automatically from terms used in the document. The docu-
ment is not categorized under eitlveeast or segmental mastectomy because those terms

do not meet the categorization criteria.
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There are two problems with this approach. First, this approach does not use any informa-

tion about how the terms relate to one another, so it mistakenly assumes that any disease
mentioned is a complication of the treatment. For example, the documeniAttie
Radiation Pneumonitis after Postmastectomy Irradiation: Effect of Fraction Sze” would

be categorized und@neumonitis, even though pneumonitis is an adverse effect of radia-
tion, rather than of a mastecton8econd, the title may not reflect accurately the entire
contents of the document. The document may discuss other complications that are not
mentioned in the title, but this approach will not identify those complications. In contrast,
the keyword-pruning approach would capture all discussed complications, as long as the

indexer assigned the appropriate keywords to the document.

3.3.3.2 Information Extraction

Information extraction is a technique that identifies linguistic phrases and the relation-
ships between the phrases to extract specific types of information from text. The goals in
this approach to categorizing the documents are (1) to expand the repertoire of query types
to include those whose categorization criteria do not map well to the simple presence of

terms with specified semantic types, and (2) to improve the categorization accuracy.

Information extraction does not encompass in-depth natural-language understanding,
instead it analyzes only portions of the text that match predefined templates. It extracts
specific types of information, rather than analyzing the entire text to understand its con-
tent. Researchers have implemented many information extraction systems, mostly as part
of the message understanding conferen®Bd@) (MUC-3 1991, MUC-4 1992, MUC-5

1993, MUC-6 1995). These conferences were designed to foster research on large natural-
language-processing systems for the automated analysis of military messages (Grishman
and Sundheim 1996). For each conference, the organizers gave each participant a set of
sample messages and instructions on the type of information to be extracted. The patrtici-
pants built their extraction systems based on this information, and shortly before the con-
ference, the organizers gave them a test set which participants ran through their systems,
without making any modifications to those systems. Each participant reported its results at

the conference.
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For this categorization approach, | used the systems implemented at the Center for Intelli-
gent Information Retrieval (CIIR) at the University of Massachusetts (CIIR 1997). These
systems require both a dictionary that maps between specific terms and their parents,
much like the relationship between terms and their semantic typesin the UMLS, and a set
of concept nodes. The concept nodes define the textual patterns that one wants to extract
from the text. They specify either exact terms or parents, and the dictate how those terms
should appear within the text. See Figure 3.7 for an example concept node. Researchers at
the CIIR have created three tools for information extraction. The first tool, called MAR-
MOT, is atext-bracketing tool. It segments text into sentences, assigns part-of-speech tags
to words, and brackets text into annotated noun phrases, prepositional phrases, and verb
phrases. The second tool, the BADGER extraction tool, uses the dictionary, the concept
nodes, and the bracketed text to extract the desired text, as specified by the concept nodes.
The third module, the CRY STAL dictionary-induction tool (Soderland 1996, Soderland, et
a. 1995), uses a set of training documents to automatically create text extraction rules that
could be used by BADGER.

For each query type, the categorization criteria must contain a set of concept nodes, and a

set of variables that get bound to the terms used in specific queries. For example, if the

user’s query isWhat are the factors that influence the prognosis for skin canceHh’,
variable <query-disease>s bound to skin cancerand to that term’s synonyms, descen-
dants, and lexical variants from the Metathesaurus. See Figure 3.7 for an example concept

node, modified for the categorizer approach.

Using the example titles from Figure 3.8 and the concept node in Figure 3.7, the informa-
tion-extraction categorizer creates three categoclescal stage | (which contains the
documents titledTumor Thickness and Prognosis in Clinical Stage | Malignant Mela-
noma” and “Prognosis of Clinical Stage | Melanoma Patients with Positive Elective
Regional Node Dissectioly’polypoidal (which contains the document titled “Prognosis

for Polypoidal Melanoma Is Determined By Primary Tumor Thicknesset advanced
(which contains the document titled “Prognosis of Patients with Advanced Melanoma”

Even though skin cancel(the user-specified disease query term) is not contained in any of



70 3.0 System Specification

CN-type: disease-prognosis
Subtype: disease-modifier
Extract modifier from Prep.Phrase
Verb = <NULL>
Subject constraints:
words include: “prognosis”
Prep.Phrase constraints:
preposition = “of” or “for” or “in” or “with”
head includes: <query-disease> or (synonym-of <query-disease>)
or (descendant-of <query-disease>)
modifier: <NULL>

Figure 3.7 — An example of concept node for the query typdisease—prognostic
indicators This concept node matches to phrases such as prognosis of stage | skin cancer when
skin cancer is the disease mentioned in the query.

“Age and Melanoma Prognosis”

“Tumor Thickness and Prognosis in Clinical Stage | Malignant Melanoma”

“Prognosis of Clinical Stage | Melanoma Patients with Positive Elective Regional Node Dissection”
“Prognosis for Polypoidal Melanoma Is Determined by Primary Tumor Thickness”

“Prognosis of Patients with Advanced Melanoma”

Figure 3.8 — Example titles from search on skin cancer prognosi¥ocuments such
as these should be categorized under the factors affecting prognosis—ageclasical
stage, ortumor thickness.

the exampl e titles, the concept node matches to these titles because melanoma and malig-
nant melanoma are descendants of skin cancer in the terminology model. Because no con-
straints are placed on the modifier for melanoma (as indicated by modifier: <NULL> in
Figure 3.7), the system could create categorization labels from phrases that are not part of
the terminology model.

The major problem with the information-extraction approach is the time and work
required to create the concept nodes. Using the query type problem—prognosiss a proto-
typical example, | estimate that DynaCat would need at least 20 concept nodes to get rea-
sonable coverage for a single query type. It took me several hours to create and test a
single concept node; thus a system developer would need to devote over a week to create

the concept nodes for one query type. Unfortunately, | could not use the CRY STAL dictio-
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nary-induction tool to help me create concept nodes. Normally, the devel opers of informa-
tion-extraction systems want to extract information to answer specific questions; they are
looking for precise patterns of explicit terms. DynaCat needs to extract information corre-
sponding to query types and semantic types of terms, rather than specific questions and
individual terms. CRYSTAL only learns concept nodes based on patterns of specific
terms, and cannot learn based on patterns of semantic types of terms, which iswhat Dyna-
Cat requires. The information-extraction approach is the only option for categorizing
informal documents, which do not have informative titles or keywords. However, to make
this approach practical, the developer needs a tool to help her semi-automatically con-
struct the concept nodes. It may be possible to create such atool that is similar to CRY S-
TAL but can learn patterns of semantic types and query types. The development of such a
tool was beyond the scope of my thesis, but | have explained how an information-extrac-

tion approach could be incorporated into DynaCat.

3.4 Organizer

When there are many relevant search results, often there are many relevant categories as
well. For example, in the query about complications of mastectomy, the categorizer placed
the 92 citations into 53 different categories. Because it is almost as overwhelming to deal
with alist of 53 categories asiit is to deal with alist of 92 citations, the system needs to
organize the categories into an understandable hierarchy. The organizer creates this hier-
archical organization of the categories. In the next sections, | present the additional
domain-model requirements for generating such a hierarchy (Section 3.4.1), and the algo-
rithm for the organizer (Section 3.4.2).

3.4.1 Additional Requirementsfor the Domain Models

In Section 3.2.2, | explained that the comprehensiveness of the terminology model is the
most important factor in categorizing the documents. Whereas, in the organizer the depth

of the terminology model isthe critical factor. If the hierarchy has only two levels, such as
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one level called drugs and another level for the specific drugs, then the system can create
category labelsfor drugs such as aspirin, ibuprofen, or penicillin. But, if the system identi-
fies 50 such drugs for category labels, the user may be as overwhelmed by the number of
categories as she was by the number of documents. In such cases, a deeper term hierarchy
helps the system group specific categories into a hierarchy with intermediate categories,
such as anti-inflammatories or antibiotics. This hierarchy allows the user to get a quick
summary of the kinds of categories present and allows her to pursue quickly only those
topics that interest her.

DynaCat’s organizer component also requires that the query model contain a field, called
starting parents, that lists the top-level categories in the hierarchical organization. For
most terminology models, the developer would not need to specify starting parents,
because the concepts that she specified in the semantic types field would be the top-level
terms in the categorization hierarchy. However, in the UMLS, DynaCat’s medical termi-
nology model, the semantic types are connected in a hierarchy to only other semantic
types in the Semantic Network, rather than to the MeSH terms that DynaCat uses as cate-
gory labels. This odd configuration of hierarchies is necessary because the UMLS con-
tains many vocabularies that are not under the control of the NLM and therefore have their
own term hierarchies. NLM uses the Semantic Network as a simple model to connect the
many complicated vocabulary models to a small, manageable number of terms. However,
because the semantic type hierarchy is separate from the hierarchy of MeSH terms that
would be used as category labels, DynaCat cannot use the semantic types as the top-level

categories in the categorization hierarchy.

3.4.2 Organizer Algorithm

The organizer could generate a hierarchy of categories by simply adding every category
label's ancestors to a large tree, but this hierarchy would have two problems. First, many
terms used as category labels have multiple senses, some of which may not be appropriate
for the user’s query. For example, the teadiographic image enhancement, can be con-

sidered a subfield of the physical sciences, but if a patient is asking about diagnostic tech-
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nigques for breast cancer, she cares only about the sense where it is diagnostic imaging
technique. To solve this problem, the organizer uses only the category labels with an

ancestor that is one of the starting parents for the given query type.

The second problem occurs because hierarchies that contain all of the category labels’
ancestors are unwieldy and difficult to view. Many of the ancestors only clutter the tree;
they provide little helpful information to the user. The organizer uses a maximum breadth
threshold to help control the size of the categorization hierarchy and prune away unneces-
sary ancestors from the tree. For the studies described in Chapters 4 and 5, | set the maxi-
mum breadth threshold to ten. Decreasing the breadth of the hierarchy, however, often
increases the depth of the hierarchy, which could also be undesirable. It may be appropri-
ate to allow the user to set the maximum breadth threshold, so that she has control over

this trade off between breadth and depth in an interactive environment.

The category organizer generates the hierarchy by taking following steps:

1. Merge synonymous categories.

2. Construct ancestor tree for all category labels.

3. Add starting parents as top nodes in categorization hierarchy.
4. For each node,

¢ If total number of descendents that are document categories is greater than the
maximum-breadth threshold, then add that node’s direct children to the categori-
zation hierarchy.
¢ Otherwise, add all that node’s document category descendents to the categoriza-
tion hierarchy.
5. Repeat step 4, going down the ancestry tree until the maximum-breadth threshold

is satisfied for each node or the bottom of the ancestry tree is reached.

In step 1, the system retrieves the synonyms for each category label from the UMLS. If

two category labels are synonymous, they are merged into one category.
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In step 2, the ancestors are retrieved for each category and added to the ancestor hierarchy
for those search results. A category may have multiple parents, and therefore multiple
ancestor paths. In such cases, all ancestor paths are added to the ancestor hierarchy. Note
that if a category has multiple parents, that category could appear in multiple places in the
final categorization hierarchy.

In step 3, the system generates the categorization hierarchy by first selecting the top nodes
of the ancestry tree that match the starting parents from the query model. The system then
adds these nodes to the top level of the categorization hierarchy. All the ancestor paths that
are not derived from the starting parents are discarded. The resulting categorization hierar-

chy contains only the subset of the terminology model that is related to the category labels.

In step 4, the system prunes the categorization hierarchy using the preset maximum-

breadth threshold. For each of the top-level nodesin the categorization hierarchy, the num-

ber of candidate document categories that are its descendents are counted. The number of
descendents of a node includes all the document categories that have labels that are direct

children or indirect children of that node’s name. For example, in Figure 3.9, the node
nameddisease has four candidate document categories as its descemalegisal wound
infection, bacteremia, staphylococcal infections, and infectious arthritis), even though

none of them are its direct children. If the number of document-category descendents for a
node is greater than the maximum-breadth threshold, then that node’s direct children are
added to the categorization hierarchy. If the threshold is not exceeded, then all that node’s
document-category descendents are added directly to the categorization hierarchy. This
process is repeated until all the document categories have been added to the categorization

hierarchy.

This process makes the final categorization hierarchy responsive to the distribution of
documents from the search results. When there are many categories at one level, the cate-
gories are grouped under a more general label, when the term hierarchy can provide such a
label. In cases where the no general label is present, the categorization hierarchy nothing

can be done to reduce the breadth; thus, it will exceed the maximum-breadth threshold.
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Bacterial & Fungal Disease Behavioral Symptoms
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Figure 3.9 — Example of the MeSH ancestry tree for the original category labels
(indicated by the document icon).

As an example, consider the case where there are five categories generated: surgical
wound infection, bacteremia, staphylococcal infections, infectious arthritis, and psycho-
logical stress. The MeSH ancestry tree for those category labels is illustrated in
Figure3.9. If the maximum-breadth threshold is set to four, the organization in
Figure 3.10 would result. If the threshold were set to three, the final categorization hierar-

D'Eeases\ Behavioral & Mental Disorders
Arthritis, .
Infectious Stress, Psychological E
Bacteremia @
Surgical \jVound Staphylococcal
Infection IE' Infections @

Figure 3.10 — Organization for a maximum breadth threshold of four.

chy would be deeper and less broad, as shown in Figure 3.11.
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Infectlon Infec tions |E|

Figure 3.11 — Organization for a maximum-breadth threshold of three.

3.5 Reaults-Presentation I nterface

The results-presentation interface takes the hierarchical organization of categories from

the organizer and produces a web document. Figure 3.12 illustrates the web document that
DynaCat generated for the search on adverse effects of a mastectomy. The document is

split into three frames: one horizontal frame or row at the top of the document, and two
vertical frames or columns at the bottom of the document. The top frame always contains

the query and the number of different citations that satisfied the query. The left frame con-

tains the most general categories; thisframe is designed to be used like a table of contents

for a book, such as in the design of the electronic SuperBook (Egan, et al. 1989). The
numbers in parentheses indicate the number of unique citations or references in the named
category and provide hyperlinks to the corresponding category as they appear in the entire
categorization structure. The right frame can contain either the entire hierarchical organi-

zation of categories with the titles of the citations that belong to each category, or the
entire citation. The citation’s title in the categorization hierarchy is a hyperlink to the
entire citation, including the document’s title, author, source, type, language, unique iden-

tifier, subject headings, and abstract.
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S[[[I=———— Categorization for Complications of Mastectomy §—E§|

Categorization for Complications of Mastectomy
(92 different references)
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i1 refy
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Figure 3.12 — DynaCat's interfaceTheinterface is broken into three frames or window

panes. The top window pane displays the user’s query and the number of documents found. The
left pane shows the categories in the first two levels of the hierarchy. This pane provides a table-of-
contents view of the organization of search results. Clicking on the number in parentheses brings
that section of the hierarchy to the top of the right pane. The right pane displays all the categories
in the hierarchy and the titles of the documents that belong in those categories. Each document’s
title is a hyperlink to that document’s citation. Clicking on the hyperlink causes the corresponding
citation to appear in the right pane, replacing the list of all the categories and document titles. The
complete list of categories and document titles will be displayed in the right pane again if the user
clicks on any of the hyperlinks in the table-of-contents pane.

3.6 Summary

In this chapter, | described the components of dynamic categorization. | detailed the
domain-specific knowledge that is in the form of two domain models. a terminology
model, and a query model. | presented the system architecture, and specified each compo-
nent. Note that the system that | described is only a research system, and is not available
for general use. There was no user interface for specifying the user’s query and query type

other than specifying them as arguments to a LISP function.

In Chapter 4, | describe the user study that compares the usefulness of DynaCat to that of

a document-clustering tool, and a relevance-ranking tool.
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3.0 System Specification




Chapter 4

Usefulness Evaluation

In Chapter 1, | stated my general hypotheses that dynamic categorization will organize the
results of a search into a hierarchy of categories, and that this organization will help users
to understand and explore their search results. In this chapter, | discuss the evaluation that
tested one component of the hypothesis: whether the organization helps users. | present the
objectives of this evaluation (Section 4.1), describe the systems that | compared to Dyna-
Cat (Section 4.2), outline the pilot study (Section 4.3), and report the final study (Section
4.4).

79
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4.1 Objectives

My general goal in this evaluation was to determine how useful the system is at helping
users to understand and to explore their search results. Specificaly, | tested the claim that
organizing search results using dynamic categorization will be more useful to users who
have general questions than are the two other approaches: relevance ranking and cluster-

ing. | define auseful system as one that helps users

* Tolearn about the kinds of information that pertain to their query
¢ Tofind answersto their question efficiently and easily

* Tofee satisfied with their search experience

For this evaluation, satisfaction includes the subjects’ perception of many attributes such
as the clarity of the organization of search results, the ease of tool use, the usefulness of
the organization, and the accuracy of the organization. See Appendix A for the complete

satisfaction questionnaire.

4.2 Comparison Systems

In this evaluation, | compared DynaCat to two other systems that organize search results.
Each subject used all three organizational tools: (1) DynaCat, (2) a tool that ranks the
search results according to relevance criteria, and (3) a tool that clusters the search results.
My intent was to measure the effect of the organization of the documents, rather than the
effect of individual user interfaces. Therefore, | made the interfaces to the three tools as
similar as possible. For example, the relevance-ranking tool divides the documents into
groups of 10 based on the documents’ relevance scores. The relevance tool displayed the
relevance groups in the same way that the clustering tool displayed clusters and that Dyna-
Cat displayed its categories. Figure 4.1 shows example interfaces for each of the three

tools.



4.2 Comparison Systems 81

S[D=——— Ouery: What are the risk factors for breast can... =——u5]

Query: What are the risk factors for breast cancer?
(60 different references retrieved)

Analytcal, Diagnostc and Therapeutic Technigues
anid Equipment
& Diagnozgis
s Body Constitntion
@ I3 body fat topography a risk factor
for breast cancer?
& Body Height
e RISE FACTORS FOR BREAST
CANCER ITH WOMEN THDERGOING

Analytcal, Diagnoztc
anid Therapentc
Techniques and
Equipment {18 refs)
& Diagno=is {6 1efs)
& Equipment and
Supplies {1 ref)
& Investigative
Techniques {12 refs)

® Surgical MAMMOGRAPHY
Procedures, @ Are When marimuom height is reached
<[
(a) — Interface to DynaCat, the category tool.
S[I=——— Query: What are the risk factors for breast can... =———15

Query: What are the risk factors for breast cancer?
(60 different references retrieved)
4| Cluster 1; patients recurrence therapy analysis
E tumor age local adjurant surgery survival pathology
radiotherapy

Cluster 1 {17 refs)
patients recurrence
therapy analysis tTomor
age local adjovant
SUIFery survival
pathology radiotherapy

» Risk factors for failure of immediate breast
reconstruction with prosthesis after total
mastectomy for breast cancer [see
comments]

s RISK FACTORS FOR IMMEDIATE PROSTHETIC

Cluster 2 (27 1efs)
WOImen age control case
hiztory study studies
epidemiolog ¥ years
patents ci cases

POSTMASTECTOMY RECONSTRUCTION

<pii
(b) — Interface to the cluster tool.

I
>[&

=0 OQuery: What are the risk factors for breast can...
Query: What are the risk factors for breast cancer?
(80 different references retrieved)
Docuoments ranked: 1. Risk factars for primary breast cancer in
Japan: 8-vear follow-up of atomic bomb

e 1-10 h
® 11-20 SUNVIVOPS, .
s 21-30 2. Mon-dietary factors as risk factors for breast
s 31-40 cancer, and as effect modifiers of the
e 41-50 association of fat intake and risk of breast
& 51-60 cancer.

3. Breast consenving surgery for invasive bregst
cancer: risk factors for ipsilateral breast turmor
IECUITENCES,

4. Trends inthe incidence rate and risk factors
for breast cancerin Japan.

(c) — Interface to the ranking tool.

Figure 4.1 — The interfaces to DynaCat (a), the cluster tool (b), and the ranking tool

(c). All interfaces are divided into three frames or window panes. The top window pane displays

the user’s query and the number of documents found. The left pane provides a table-of-contents
view of the organization of search results. The right pane displays all the document titles using the
organization scheme of the tool.
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| describe the tool for relevancy ranking in Section 4.2.1 and the tool for clustering in Sec-
tion 4.2.2.

4.2.1 Relevance-Ranking Tool

Search systems have used many different algorithms for ranking search results (see Sec-
tion 2.3), and researchers have studied the effectiveness of certain algorithms in different
situations (Salton and Buckley 1988; Efthimiadis 1993). The relevance-ranking tool for
this evaluation uses a standard algorithm recommended by Salton for situations in which
the queries are short and the vocabulary istechnical (Salton and Buckley 1988). This algo-

rithm uses the following formulae to calculate a document’s similarity or relevance score:

new_tf(i) = 0.5+ 0.5 x ()
maxtf

Wi(i) = new_tf(i) x |og%

0.5+ 0.5 x gf(i)
maxtf

wq(i) = xlog™
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T

> (wa(i) xwt(i))

i=1

Relevance Score =

=
3 wa(i)"x 5 wi(i)*

i=1 i=1

where N = total number of documents in the collection.
T = total number of termsin the collection.
n = the number of documents that contains the term.
tf(i) = the frequency of term i in the document.
gf(i) = the frequency of termi in the query.
maxtf = the maximum term frequency for any term in the document collection.

| implemented this ranking algorithm in Common LISP. Each word in the documents was
considered aterm, but none of the words were sstemmed. | made the interface for the rank-

ing results similar to the interface to that for DynaCat (see Figure 4.1).

4.2.2 Clustering Tool

| used the SONIA document-clustering tool as a comparison system (Sahami, Yusufali, et
al. 1998). SONIA uses atwo-step approach to clustering documents: it uses group-average
hierarchical agglomerative clustering to form the initial set of clusters, then refines the
clusters with an iterative method. | provided the search results for each query as a set of
html documents, and Mehran Sahami, the creator of SONIA, sent me back a set of docu-
ments indicating the number of clusters created, the words that described each cluster, and
the set of documents that SONIA assigned to each cluster. He used the default settings for
SONIA, and had it find the maximum number of clusters. | wrote an interface to read his
files and to present the results in an interface that is similar to that of DynaCat (see
Figure 4.1).
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4.3 Pilot Sudy

| conducted a pilot study to determine (1) whether any of the questions, instructions, or
tasks were confusing; and (2) how many subjects would be needed for stetistically signifi-
cant results. | recruited five volunteers for the pilot study. All were women. Two were
aready familiar with my research; the other three had no previous exposure to DynaCat or
to my research. The first subject made many suggestionsfor clarifying the instructions and
the user-satisfaction questions. | used her feedback to revise the instructions and the ques-
tions. The next three subjects used those revised forms. | used the data from those three
subjectsin a power calculation to determine the appropriate number of subjects necessary
to obtain significant results. Using the software from the Biostatistics Primer (Glantz
1997), | determined that | would need between 8 and 15 subjects to achieve significant

results. | decided to try to recruit 15 subjects.

As aresult of the pilot study, | made a few more changes to the wording of the user-satis-
faction questions, and to the tutorials on each of the tools. | also modified the tasks
dightly, as | describe in Section 4.4.1.2. The fifth pilot subject used the revised version
and indicated that all instructions and questions were clear. None of the tools were modi-

fied during or after the pilot study.

4.4 Final Sudy

In this section, | describe the final study of usefulness. | explain the evaluation methods
(Section 4.4.1), and report the study results (Section 4.4.2).

4.4.1 Methods

For this evaluation, | used methods from the field of human-computer interaction, unlike
most evaluations of information-retrieval systems, which use precision and recall mea-
sures exclusively. Although no other study is exactly like the one that | designed, | was

inspired to use some of the methods by the study designs of SuperBook (Egan, Remde, et
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al. 1989) and Scatter/Gather (Pirolli, Schank, et al. 1996). In the following sections, | out-
line the methods for this evaluation. | describe the subjects of the study (Section 4.4.1.1)
and the procedure that these subjects followed (Section 4.4.1.2).

44.1.1 Subjects

The subjectsfor this study were breast-cancer patients or their family members. | recruited

these subjects via the Community Breast Health Project (CBHP 1997), the Stanford

Health Library, and Stanford University’s Oncology Day Care Center. Each subject
signed a written consent form before participating; each was paid. A total of 17 subjects
participated in the final study; however, | used the data from only 15 subjects. | did not
include any of the data from the first two subjects in the final results because they did not
use the 1-to-5 scale for answering many of the user-satisfaction questions, they misunder-
stood the directions for the timed tasks, and they neglected to answer a couple of other
questions. | checked all the answers of the remaining 15 subjects before | allowed them to
go on to the next segment of the evaluation; | thus, made sure that they understood the
directions prior to doing each task. The subjects knew that the purpose of the study was to
investigate the usefulness of three search tools: a category tool (DynaCat), a cluster tool,

and a ranking tool. They did not know that | created one of the tools.

4412 Procedure

Every subject used all three organizational tools: (1) the category tool (DynaCat), (2) the
cluster tool (described in Section 4.2.2), and (3) the ranking tool (described in Section
4.2.1). Each subject used three different queries. | randomized the query used with each
tool and the order in which the subjects used the tools. See for a graphical illustration of

the procedure. Each subject followed this procedure:

1. Filled out a human subjects consent form.
2. Filled out a background questionnaire by answering the following questions:
* Do you have breast cancer or have you ever had breast cancer?

* Doyou have arelative or close friend who has breast cancer?
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Figure 4.2 — The usefulness evaluation study design.

* Haveyou ever read anything about breast cancer?

* Haveyou ever searched for information about breast cancer?

- In books?

In popular magazines?
In medical journals?
In MEDLINE?

On the web?

3. Answered the following questions on how much she or he knew about the subject

of the queries:
e List al of the treatments for breast cancer that you can think of:
e List al of the waysto prevent breast cancer that you can think of:

e Listal of the factors that influence breast cancer prognosis that you can think of:
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4,

Read and followed the tutorial for each of the three tools: category tool (Appen-
dix C), cluster tool (Appendix D), and ranking tool (Appendix E). Each tutorial

used the query, “What are the risk factors for breast cancer?”

Given atool and a query, completed three timed tasks to find specific information
(Appendix F):

¢ Find as many answers to the original query as possible in 4 minutes.

* Find a document that answers a specific question related to the origina query,

and record the time that it took to find the answer.

* Find adocument that answers a different, specific question related to the original

query, and record the time that it took to find the answer.
Filled out the user-satisfaction questionnaire for the tool that he or she just used
(Appendix A).
Repeated steps 5 and 6 for the remaining two tools and queries.

Answered the original questions on how much she or he knew about the subject
of the queries, not counting hisor her original answers from step 3. (Subjects did
know that there would be a posttest).

Answered the following questions:

¢ Which tool did you like best? (Ranking Tool, Cluster Tool, or Category Tool)
Why?

¢ Which tool did you like least? (Ranking Tool, Cluster Tool, or Category Tool)
Why?

¢ Did any of the tools help you learn more about the topic of the question? If so,

which one?

The order of the tutorial exposure was the same as the order of tool use. Because each sub-

ject used each of the tools before starting the measured part of the study, | assumed that

the order of tool use would not influence the results.

DynaCat generated the search results by querying the CancerLit database through the
Oncology Knowledge Authority (Tuttle, Sherertz, et al. 1994). It limited the results to
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documents that were written in English and that contained an abstract. | chose three gen-
eral queries that represented the kinds of questions that patients typically ask, and that
were general enough to have multiple answers, and thus would be appropriate for an infor-
mation-exploration tool, such as DynaCat. The three queriesthat | used were What are the
prognostic indicators for breast cancer?, What are the treatments for breast cancer?, and
What are the preventive measures for breast cancer?. | also provided the corresponding
guery types. problem—prognostic-indicatorgproblem—treatmentsand problem—pre-
ventive-actionsl chose these three queries for the evaluation because the number of docu-
ments returned were similar (between 78 and 83 documents), and | did not want the

number of documents returned to influence tool performance.

To create the specific questions for step 5, | asked an oncologist what he expected a

patient to learn after reading documents returned from the different queries. In the pilot

study, both of the timed questions came from him. However, for some of his questions, the

subject could not determine which documents could answer the question by looking at the

title of the documents, even when the abstract of the document contained the answer. In

these cases, the subjects became extremely frustrated when they were using either the

cluster tool or the ranking tool. They often gave up before they could find a document that

was relevant to the question in their task. No subject experienced this difficulty using the
category tool, because the category labels indicated when a document discussed the topic

related to the question. Even though the results were better with the category tool, |

decided to use only questions that related to topics that were visible in some document’s
title for the final study. | made this decision because the subjects became upset when they
could not find an answer, and because | would have difficulty comparing the timed tasks if
people gave up. In the final study, | chose one question from the oncologist and one from
the list of frequently asked questions gathered from the Community Breast Health Project
(Appendix B). For both questions, | chose the first question that was answered by one of
the documents in the search results, that met the criterion of being visible in at least one

document’s title, and that had either a yes-or-no answer or a simple, one-word answer.
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| made one other change to the timed questions from the pilot study: | asked the subjects
from the pilot study to find a document relevant to answering the timed questions, rather
than asking them to answer the questions, as| did in the final study. | noticed alarge vari-
ation in which documents the subjects thought were relevant. One subject would pick sim-
ply the first document that mentioned the topic of the question; another subject would
examine many documents that mentioned the subject before choosing the document that
discussed the topic in the most detail. This discrepancy in the interpretation of relevance
led to alarge variation in the time that it took the subjects to complete the tasks. Thus, the
timing data did not indicate which tool helped subjects find the answers most efficiently. |
hoped to aleviate this problem by changing the task from finding a relevant document to
finding any document that answered the question and stating the answer. Unfortunately,
this formulation of the tasks created other problems, as described in Section 4.4.2.1.

| instructed the subjects to answer the timed questions as quickly as they could. | promised
the subjectsthat | would let them use any of the tools after the study if they wanted to look
for information to satisfy their own information needs. | alowed the subjects to use the
tool again when they answered the user satisfaction questionnaire, but | cleared the screen

before they answered the post-test questionnaire.

4.4.2 Results

In this section, | discuss the results from the final usefulness study. | discuss the results of
the timed tasks (Section 4.4.2.1), the amount the subjects learned during the study (Sec-
tion 4.4.2.2), their satisfaction with the search process (Section 4.4.2.3), and their answers
to the open-ended questions and comments (Section 4.4.2.4).

4421 Timed Tasks

All subjects completed two types of timed tasks. First, they found as many answers as pos-
sibleto the genera question (e.g., What are the preventive actions for breast cancer?) in 4
minutes. The subjects’ second type of task was to find answers to two specific questions

(e.g.,Can diet be used in the prevention of breast cancer?) that related to the original,
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genera query. | combined the results of the second type of task into one mean value: the

time to answer specific questions. See 4.1 for asummary of the results for the timed tasks.

Table 4.1. Results for thetimed tasks.

p value p value
DynaCat  Cluster Ranking DvsC DvsR

Answersfound in 4
minutes 7.80 4.53 5.60 0.013 0.004
Time (minutes) to
find answersto 2.15 2.95 221 0.274 0.448
specific questions

To determine whether there was a significant difference among the three tools, | first used
a repeated-measures analysis of variance (ANOVA). Because | was interested in only
whether the category tool performs better than the cluster tool or better than the ranking
tool, | also used a paired, one-tailed t test to determine the level of significance in compar-
ing DynaCat (D) to the cluster tool (C), and in comparing DynaCat to the ranking tool (R).
Using the repeated-measures ANOVA, | found a significant difference (p = 0.035) among
the tools for the number of answers that the subjects found in 4 minutes. When the sub-
jects used DynaCat, the category tool, they found nearly twice as many answers as they
did with the other two tools. This difference was significant when | used the paired t test as
well. Note that, although the mean number of answers found with the ranking tool was
greater than that found for the cluster tool, the p value was lower in the comparison of
DynaCat to the ranking tool than it was when comparing DynaCat to the cluster tool. This
result occurred because the subjects consistently found fewer answers with the ranking

tool than they did with DynaCat; whereas their results with the cluster tool were variable.

There was no significant difference across the tools for the time it took the subjects to find
answers to specific questions. Asin the pilot study, the time it took subjects to find docu-
ments that answered the specific questions varied greatly. In thisfinal study, | noticed two
sources of this variability. The first source was the position of a document containing an
answer to the question within the relevance-ranked list. For one question, it was obvious

from the title of the first document in the relevance-ranked list that it answered the ques-
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tion, thus the time that a subject took to answer that question was very small if she used
the ranking tool. Second, | observed that several subjects answered the question based on
only thetitle of the document, whereas most other subjects read the entire abstract before
answering the gquestion. Reading the abstract took much longer than smply reading the
title, particularly because the terminology in those abstracts was technical and sometimes
was completely unfamiliar to the subjects. Thus, the time to read the abstract, rather than
the time to find a document among the search results, most heavily influenced the time to
find an answer. In future studies, | will collect and analyze the documents visited and the
paths that users follow when they use each tool. Such information could provide futher
insights into users’ behavior for exploratory search tasks. Unfortunately, | did not collect

such data in these experiments.

4422 Amount Learned

To determine the amount that subjects learned during the study, | gave each subject a pre-
test and a posttest of their knowledge related to the 3 breast-cancer questions (see steps 3
and 8 in Section 4.4.1.2). | measured the number of new answers on the posttest. The
mean number of answers learned for the category tool (2.80) was greater than those for the
cluster tool (2.20) and for the ranking tool (2.33); however, this difference was not statisti-
cally significant. The largest influence on this measurement was the order in which the
subjects looked for answers to the question. Subjects remembered fewer answers from
their first question (1.93) than they did from their second (2.80) or third (2.60). Using a
paired, one-tailed test,| found the difference between the times of the first and second
guestions to be significanp & 0.04). However, the difference between the second and
third questions was not significamt € 0.36), possibly because the subjects could still
remember answers from their second question, about 30 minutes in the past, but had more
difficulty remembering answers from their first question, nearly an hour in the past. The
tool used may have had an influence on the amount learned, but the number of answers
that the subjects remembered for the posttest was correlated more strongly with how

recently the subjects found answers to that question, rather than which tool they used.
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4.4.2.3 User Satisfaction

To measure user satisfaction, | used both a validated satisfaction questionnaire (Dolland-
Torkzadeh 1988), and a questionnaire that | created to measure other important types of
satisfaction. Appendix A shows the combined questionnaire that | used. Subjectsfilled out

the questionnaire for each of the three tools.

Questions 1 through 10 were from the validated questionnaire, although | modified ques-
tions 3, 5, and 10 dlightly to match each tool more closely. Figures 4.3 and 4.4 show the

results from the validated questionnaire. The subjects answered the questions using ascale

B DynaCat [ Cluster tool Ranking tool

Organization Precise Accurate User friendly DMeets needs
clear

Figure 4.3 — Results from the first five questions from the validated user-
satisfaction questionnaire The mean values across all 15 subjects are shown on they axis.
The x axis shows a brief summary of the questions asked, numbered 1 through 5. The full ques-
tionnaireisgiven in Appendix A. Subjects answered the questions using ascalefrom 1to 5, where
1 meant almost never and 5 meant almost always (the ideal answer). The difference between
DynaCat and the cluster tool was statistically significant (p < 0.05) for all five questions, aswas
that between DynaCat and the ranking tool.
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B DynaCat [] Cluster tool £ Ranking tool
5.0

Sufficient  Useful format Easy touse Organization Satisfied with
information what is needed  accuracy

Figure 4.4 — Results from the second five questions from the validated user-

satisfaction questionnaire . The mean values across all 15 subjects are shown on they axis. The

labels on the x axis show a brief summary of the questions asked — numbered 6 through 10. The
full questionnaire is given in Appendix A. Subjects answered the questions using a scale from 1 to
5, where 1 mearaimost never and 5 meardlmost always (the ideal answer). The difference

between DynaCat and the cluster tool was statistically signifipan0(05) for all five questions,

as was that between DynaCat and the ranking tool, with the exception of question 6, about suffi-
cient information — the value for that question was 0.11.

from 1-to-5, where 5 was the most positive answer. The subjects’ answers for DynaCat
were significantly higherp(< 0.05) than those for either the ranking tool or the cluster
tool, indicating that the subjects were more satisfied with DynaCat than they were with
either the ranking tool or the cluster tool.

| created the remaining 16 questions on the questionnaire. For the first four questions, |

provided statements and asked the subjects to rate them on a 1-to-5 scale where 1 meant
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strongly disagree and 5 meant strongly agree. 5 was the ideal answer for three of those

questions. The results are shown in Figure 4.5. For these questions, DynaCat also scored

5.0

B DynaCat
L] Cluster tool
Ranking tool

o S

Find Easily Find Ouickly Learn

Figure 4.5 — Results for my user-satisfaction questionnair&he mean values across al|

15 subjects are shown on the y axis. The x axis shows a brief summary of the questions asked —
numbered 11, 12 and 14. The full questionnaire is given in Appendix A. Subjects rated the state-
ments on a scale from 1 to 5, where 1 memohgly disagree and 5 meardtrongly agree (the

ideal answer). The difference between DynaCat and the cluster tool was statistically sigpificant (
< 0.01) as were those between DynaCat and the ranking tool.

significantly higher than either the ranking tool or the cluster tool, indicating that the sub-

jects found DynaCat better at helping them to find information quickly, to find informa-

tion easily, and to learn about the topic corresponding to their query. Questionhd —
amount of information provided in the search results was overwhelming had an ideal
answer ofl (strongly disagree). For this question, the mean value that subjects assigned to

DynaCat (2.40) was lower than those for the cluster tool (2.53) and for the ranking tool
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(2.67), but the difference was not significant. The wording of this question, unlike that of
al the other questions, does not refer to the system or to the organization of results; it
refersto only the search results themselves. Thus, the subjects might have been answering
the question based on how overwhelming the contents of documents were rather than how

overwhelming the organization of those documents were.

The other 12 questions were either yes—no questions or open-ended questions. The

results for the yes—no questions are shown in Figure 4.6. For these questions, DynaCat

Yes 7 .
Responses B DynaCat [ Cluster Tool E Ranking T ool
L —
2 | 8 5
{ 10 R : 10
g — o 7 5 : —
B e : ? g0
gl B S s &7
B g N 7S e -
B g7 d 7 f:f:%
8 : -
6 - - : o
K e
3 i
15}
0 T o T ' . T 1

Makes Useful Labels  Frustrated Use again  Helpful
Sense clear

Figure 4.6 — Results of yes—no user-satisfaction questiorishey axis shows the total
number of yes responses from each of the 15 subjects. The labels along the x axis show a brief
description of questions 15, 17, 19, 22, 24, and 26. The full questionnaireis given in Appendix A.
Some users answered somewhat instead of yes or no. Such answers were counted as one-half of a
YESs response.
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also scored significantly higher than either the ranking tool or the cluster tool. Every sub-
ject agreed that the organization of documents by the category tool made sense, was use-
ful, provided clear labels, and helped them to perform their tasks. For the cluster tool and
the ranking tool, only two-thirds or fewer of the subjects answered those questions posi-
tively. Only one subject said that she found the category tool frustrating to use, and one
other subject found it somewhat frustrating. Nine subjects found the cluster tool frustrat-
ing, and eight found the ranking tool frustrating. All 15 subjects said that they would use
the category tool again when they wanted to search the medical literature; whereasonly 10

subjects would use the cluster tool again, and only 9 would use the ranking tool again.

After the subjects finished using al the tools, | asked three more user-satisfaction ques-

tions:

¢ Which tool did you like best? (Ranking Tool, Cluster Tool, or Category Tool)
Why?

¢ Which tool did you like least? (Ranking Tool, Cluster Tool, or Category Tool)
Why?

¢ Did any of the tools help you learn more about the topic of the question? If so,

which one?

The results for the final three questions appear in Figures 4.7, 4.8, and 4.9. Most subjects
(87 percent) thought DynaCat helped them to learn about the answers to the question;
whereas only 60 percent thought the ranking tool helped, and only 46 percent thought the
clustering tool helped. Most people (70 percent) chose DynaCat as the best tool, and no
one chose DynaCat as the tool that she liked the least. Subjects either really liked (23 per-
cent) or redlly didiked (67 percent) the ranking tool and were more indifferent to the clus-

ter tool.
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15 - H DynaCat
O Cluster tool
12 Ranking tool
9
Helped Learn

Figure 4.7 — Results for questions regarding which tools helped the subjects to learn.
This chart shows the results of the final question: Did any of the tools help you learn more
about the topic of the question? If so, which one?

Worst Tool DynaCat
0040

Clhaster tool
3309

Figure 4.8 — Results for the question regarding the tool that subjects liked lea3this
chart shows the results for the question: Which tool did you like least? Most people chose the rank-
ing tool astheir least favorite. No one chose DynaCat as the worst tool.
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Best Tool

DynaCat

Ranking tool 7004

2300

=

Cluster tool
704

Figure 4.9 — Results for the question regarding the tool that subjects liked begtis
chart shows the results for the question: Which tool did you like best? One person could not choose

between the ranking tool and DynaCat, so | counted her answer as one-half of avote for DynaCat
and one-half of avote for the ranking tool.

4424 Commentsand Answersto Open-Ended Questions

| asked severa open-ended questions as part of the user-satisfaction questionnaire. It
would be difficult to create a quantitative report of these results, but | have included sev-

eral positive and negative quotes from the subjectsin Tables 4.2, 4.3 and 4.4.

Table 4.2. Subjects’ comments on DynaCat.

Positive Comments Negative Comments

Clear and logical
category names

Hierarchy of categories Terminology was too

_ technical
Al p_hab_etl ¢ Want further
organization of e
. classification of large
categories :

_ categories
Basytoreadandfind | ryy ¢ ke “Other”
specific information

category

Articles grouped into
manageable numbers
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Table 4.3. Subjects’ comments on the cluster tool.

Positive Comments

Negative Comments

Better than no
organization

Easy to skim

Labels are not clear

Labels don’t match
articles in cluster

Not apparent how to find
specific information

Not intuitive

Table 4.4. Subjects’ comments on the ranking tool.

Positive Comments

Negative Comments

Easy to understand the
organization and
browse

Easy to look at more
important info first

Logical

Don't know how the
ranking was done

Seemingly random order

No help in looking for
specific information

Waste time reading every
title to find topics

It can’t know what | think
are the most important
documents

When the evaluation was over, three of the subjects asked whether they could look at more

information using one of the tools. All three subjects asked to use the category tool.

45 Summary

In this chapter, | presented the pilot study and the final study that | conducted to evaluate
DynaCat’'s performance. In these studies, | demonstrated that DynaCat is a more useful
organization tool than is either a cluster tool or a ranking tool. The results showed that
DynacCat is significantly better than the other two tools in terms of both efficiency in find-
ing answers to the general question and of user satisfaction. The objective results for the
amount learned were inconclusive; however, most subjects thought that DynaCat helped

them learn about the topic of the query.
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Chapter 5

Evaluation of Technical
Claim

In Chapter 4, | demonstrated that DynaCat is more useful than either a clustering tool or a
ranking tool. In this chapter, | discuss the evaluation of how well DynaCat creates catego-
ries and assigns documents to those categories. | present the objectives of this evaluation
(Section 5.1), describe an early pilot study (Section 5.2), and report the final study (Section
5.3).

5.1 Objectives

In this part of the evaluation, my goal wasto determine how well the system organizes the
search results into a hierarchy of categories given the user’s query type. This assessment

includes determining how well the system

¢ Assigns meaningful labels to the categories
¢ Places documentsin all appropriate groups

¢ Creates document groups that are responsive to the content and distribution of the

documentsin the search results

101
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* Creates categories that correspond to the user’s query

These desirable characteristics (Section 1.4) form the basis of my technical claim.

5.2 Pilot Study

The goal of this preliminary evaluation was to determine how well DynaCat places the
documents in all and only the appropriate categories. | evaluated DynaCat using the query:
What are the complications of a mastectomy? Figure 5.1 shows the web page that Dyna-

Cat generated using the keyword-pruning approach for that query. A seahMhbstec-

tomy Adverse Effects using the Oncology Knowledge Authority resulted in 92 different
documents from CancerLit. The number of categories generated in the initial categoriza-
tion was 53. If the system categorized the documents using every keyword of every docu-
ment in the search result, the result would have been 263 different categories. In
generating the hierarchical organization of categories (as described in Section 3.4.2), the
system created 35 more categories for a total of 88 hierarchically organized categories.

The maximum breadth of the hierarchy was 15; the maximum depth was 5.

S[I=——— Categorization for Complications of Mastectomy —i—0—"—R

Categorization for Complications of Mastectomy
(92 different references)

ats Behavioral And Mental Disorders {1 reference)
& Stress, Psychological {1 reference)
o Avm problems and pavchological distress after
gurgery for breast cancer.
Dizeases (80 different references)
& Bacterial And Fungal Diseases (D different
references)
o Arthritis, Infections {1 reference)
O Zeptic arthrts of the shoulder after
mastectomy and radiotherapwy for breast
CarCInoTa.
o Staphylococcal Infections {1 reference)

Behavioral And Mental
Dizorders (1 ref)
& Dtess, Pavochological
(1 ref)
Dizeszes (20 refad
@ Eacterial And Fungal
Dizeazes (S refa)
& Cardiowvascular
Dizeazes (3 refa)
& Digestive S3wstem
Dizseazes (1 vef)
& Endocrine Diseases (5

efa) o POBTOPERATIVE INFECTIONS IH
® Female Genital EREAST SURGERY
Dizeazes And o Surgical Wound Infecton {4 different
Pregnaney references)
Complications ¢1 ref) O Pedoperative and postoperative
& Hemic tranexarnic acid reduces the local

Lanphatic

Figure 5.1 — DynaCat'’s interface for a search on the complications of a mastectomy.
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To measure the accuracy of the categorization, | compared the categorization that Dyna-
Cat generated to one that a physician created. | randomly selected 30 documents from the
original 92 search results and asked a physician to assign each document to one or more

categories in the hierarchy of 88 categories generated by the system.

For each category, | determined the precision and recall of DynaCat using the physician’s

categorization as the gold standard. | defined precision as the number of documents that
both the physician and the system assigned to the category divided by the number of doc-
uments the system assigned to the category. | defined recall as the number of documents
that both the physician and the system assigned to the category divided by the number of

documents that the physician assigned to the category.

The precision of my system, averaged across all categories, was 0.702, and the average
recall was 0.440. Since there are no other systems that perform this exact task, it is diffi-
cult to use these figures in any comparison. However, a related task is the automatic clas-
sification of MEDLINE documents using keywords from the MeSH vocabulary. Yang and
Chute evaluated several automatic classification approaches and found that the most pre-
cise approach had an average precision of 0.349 (Yang and Chute 1994a). They did not
specify recall for their experiment results. Since the number of categories for my dynamic
categorization task is much smaller than that for the task of assigning keywords to docu-
ments, it is not surprising that DynaCat provides a categorization with higher average pre-

cision.

This pilot study also assumed that the physician’s categorization provided a good gold
standard to measure against other means of categorizing documents. Most studies of the
accuracy of clustering systems or classification systems make the same assumption, and
use only one rater. However, document categorization is an inherently subjective task;
people may not agree on which documents belong in which categories. For my pilot study,
another physician may have categorized the documents differently, and the accuracy of
one physician compared to that of another may not have been different from that of the

system compared to a physician. | addressed this problem in the final study by comparing
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the categorizations of several subjects to determine people’s degree of agree in categoriz-

ing search results for a given query.

5.3 Final Study

In my final study, | tested my entire technical claim that DynaCat meets all four desirable
characteristics (Section 1.4). | evaluated whether DynaCat placed documents in all appro-
priate groups by measuring how consistently subjects assign documents to categories,
when they use an initial categorization structure that DynaCat generated, and how consis-
tently DynaCat assigns documents to categories when compared to the subjects. | evalu-
ated whether DynaCat satisfies the other desirable characteristics by asking the subjects to
rate the characteristics of the categorization structure using a 1-to-5 scale, and to rate the
same characteristics for the cluster structure that was generated using the cluster tool (Sec-
tion 4.2.2). In the following sections, | explain the evaluation methods (Section 5.3.1), and

report the study results (Section 5.3.2).

5.3.1 Methods

| outline the methods that | used for this evaluation in the following sections. | describe the
data sets (Section 5.3.1.1), the subjects (Section 5.3.1.2), the procedure that these subjects

followed (Section 5.3.1.3), and the evaluation metrics (Section 5.3.1.4).

5.3.1.1 Data Sets

To generate the documents for categorization, | used three specific qudtaesre the
preventive measures for breast cancer?, What are the prognostic indicators for breast
cancer?, andWhat are the diagnostic tests for breast cancer? These queries represented
three query typesproblem—preventive-actionsproblem—prognostic-indicatoysand
problem—testd sent the queries to the Oncology Knowledge Authority (Tuttle, Sherertz,
et al. 1994), which searched the CancerLit database. | limited the search to documents
written in English that contained an abstract. For the first query, about prevention, the
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search engine returned 83 documents that DynaCat assigned to 71 different categories. For
the second query, about prognosis, the search engine returned 81 documents that DynaCat
assigned to 69 different categories. The first two queries were used in the usefulness eval-
uation (Chapter 4), but to reduce the time it would take subjects to categorize the docu-
ments and thus make it easier to recruit subjects, | chose What are the diagnostic tests for
breast cancer?, which | did not usein the usefulness evaluation, as the third query because
the search engine returned only 44 documents. DynaCat assigned those documents to 27

categories.

53.1.2 Subjects

| chose to use physicians, rather than patients, as the subjects for this study because |
assumed that physicians would be able to assess the content of the documents more thor-
oughly than most patients would. For the first set of search results, three physicians (two
internists and one oncologist) categorized the documents. Two internists categorized the
second set of search results, and four oncologists categorized the third set of search

results. Each subject was paid to participate. Each completed a consent form.

5.3.1.3 Procedure
For this portion of the evaluation, subjects performed four tasks:

1. Read through the categories that were generated by DynaCat and the cluster
labels that were generated by the cluster tool (Section 4.2.2).

2. Read the query, and the entire citation for each document in the search results.
3. Assign each document to all appropriate categories and to one of the clusters.

4. Rate the categories, and the clusters.

| gave al subjectsaset of instructions (Appendix G), and asked them to read through both
the hierarchy of categories (see example in Appendix H), and the clusters (see example in
Appendix ) before they started to categorize the documents. So that they would know the

context of the search results, | gave them the query.
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| gave the subjects the hierarchy of categories that DynaCat generated for the query, but

the categories did not contain references to the system-assigned documents. Giving sub-

jects the system’s categorization structure as a starting point may have biased them toward
the system’s categorization. However, if | gave no categorization structure to the subjects,
they might not be have been able to generate a good categorization on their own. Creating
a categorization structure requires abstract, analytical, and organization skills that differ-
ent people have developed to different extents. It also requires more time and thought than
does merely assigning documents to categories, and the subjects may not be motivated to
spend the extra time to construct such a categorization structure carefully. Another prob-
lem with letting people create their own categorization structures is that there could be
many ways to create a good categorization. Without an initial starting structure, the large
differences in the chosen categories and the organization of those categories would inhibit

comparing categorizations across subjects.

| instructed the subjects to examine each document and to determine the topics that were
both discussed in the document and related to the given query. When they thought that a
document was not relevant to the query, the subjects assigned the document to the cate-
gory calledNot Relevant to Question. Otherwise, the subjects put the document in every
category that they thought represented the topics of the document. | explicitly instructed
the subjects that they could assign a document to more than one category. If the subjects
thought that a document belonged to a category that was not present in the provided struc-
ture, they could create their own category, label it, and assign the appropriate documents

to that category.

53.14 Metrics

For this evaluation, | used both objective and subjective measures of categorization per-
formance. | measured the categorization consistency across subjects, the consistency
between the system’s categorization and the subjects’ categorization, and the accuracy of
the systeml describethese metrics in Sections 5.3.1.4.1 through 5.3.1.4.3. Finally, | mea-
sured the subjects’ assessment of the categorization through a short questionnaire (see
Section 5.3.1.4.4).
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5.3.1.4.1 Consistency Across Subjects

A statistic that calculates the proportion of agreement across subjects beyond the agree-
ment due to chance is the kappa statistic (Cohen 1960):

I:)agree ~Pehance
1-P

kappa =
chance

where Pnance 1S the proportion of cases in which agreement is expected due to chance,
Pagree 1S the proportion of cases in which the subjects agree.

The original formulation of the kappa statistic, and most uses of the kappa statistic, were
limited to cases where two raters assign one diagnosis each to each patient, which would
correspond to two raters assigning one category each to each document. DynaCat assigns
multiple categories to each document, and thus | cannot use the original formulation of the
kappa statistic. Mezzich and his colleagues extended the kappa statistic to deal with situa-
tions where multiple raters assign multiple diagnoses to each patient, or, in this case,
where multiple categorizers assign multiple categories to each document (Mezzich, Krae-
mer, et al. 1981). | used their formulation, where

o LA
agree = A+J+K

A isthe number of categories assigned to the document by both raters (J and K).
Jisthe number of categories assigned to the document by rater J only.
K isthe number of categories assigned to the document by rater K only.

The overall proportion of agreement (P,g.ee) fOr more than two raters is the average of the

proportion of agreement for each pair of raters.

The proportion of chance agreement (Pghance) 1S the average of the proportion of agree-
ment obtained between all combinations of raters and across all documents. The pseudo

code for this calculation is show in Figure 5.2.
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Initialize COUNT and SUMto O
For each pair of distinct raters: RL and R2
For each pair of docunents: D1 and D2

Let SUM be SUM + (nunber of categories that were
assigned both by R1 to D1 and by R2 to D2) divided by
(nunber of categories assigned either by RL to D1 or
by R2 to D2)
| ncrement COUNT

PCHANCE equal s SUM di vi ded by COUNT

Figure 5.2 — Pseudo code for calculatinghance-

This calculation of chance agreement is based on the provided category assignments; it
does not account for the chance agreement based on the number of categories from which

the subjects can choose.

To interpret the kappa statistic, and to determine the consistency across the subjects, |
used the benchmarks defined by Landis (Landis and Koch 1977), as shown in Table 5.1.

Table 5.1. Interpretation of the kappa statistic.

Kappa Statistic Interpretation
<0.0 Poor
0.00 -0.20 Slight
0.21-0.40 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost Perfect

5.3.1.4.2 Consistency Between System and Subjects

| calculated the agreement between the system’s categorization and the subjects’ categori-
zations using the same kappa measure as the one that | used for measuring the consistency

among subjects. Ideally, the system should be as consistent with the subjects as they are
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with one another. In other words, the kappa value from this calculation should be about

the same as the kappa value from the across-subjects calculation.

5.3.1.4.3 Accuracy of the System

To measure accuracy, | compared the system’s categorization to each subject’s categoriza-
tion. | created a contingency table of the categorization decisions for each category; see
Table 5.2.

Table 5.2. Contingency table for the assignment of documentsto a category?.

Documentsthat Documents that

subject subject did not  Total number
assigned to assign to of documents
category category
Documents that
system assigned tg TP FP TP+ FP

category

Documents that
system did not FN TN FN+ TN
assign to category

Total number of

TP + FN FP+ TN ND
documents

a. TP isthe number of true positives, which isthe number of documents that both
the subject and the system assigned to the category. FP is the number of false
positives, which is the number of documents that the system assigned to the cate-
gory that the subject did not. TN isthe number of true negatives, whichisthe
number of documents that both the system and the subject did not assign to the
category. FN is the number of false negatives, which is the number of documents
that the system did not assign to the category but the subject did. ND isthe tota
number of documentsin the search results.



110 5.0 Evaluation of Technical Claim

Based on the contingency table, | could calculate any of the following metrics for each

category:
falout = _FP_ false positiverate = 1 — specificity
TN+ FP :
recall = —1P_ true positive rate = sensitivity
TP+ FN

TP

precision = m

Because precision and recall are the standard metrics in the information-retrieval litera-
ture, | calculated pairwise precision and recall both among the subjects, and between the
system and each subject. | averaged these metrics across all the categories for each set of

search results.

5.3.1.4.4 Subjective Assessment of Categoriesand Clusters

To determine the subjects’ assessment of the categories and clusters, | asked each subject

to rate the following statements about the categories and the clusters:

* The labels on the categories (or clusters) are meaningful.

* The categories (or clusters) correspond to groups of documents that are appropri-

ate for the citations provided.

* The categories (or clusters) correspond to groups of documents that are appropri-

ate for the original query.

They were asked to use a 1-to-5 scale, where 1 corresponded to almost never, and 5 corre-

sponded to almost always. The exact statements appear in the instructionsin Appendix G.

5.3.2 Results

In thissection, | discuss the results from the evaluation of my technical claim. | present the

results of the consistency across subjects and between the subjects and DynaCat (Section
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5.3.2.1), the accuracy across subjects and between the subjects and DynaCat (Section ),

and the subjective assessment of the categories and clusters (Section 5.3.2.3).

53.2.1 Consistency

To determine consistency among the subjects and between the subjects and the system, |
calculated the average kappa statistic across all categories or clusters. The results for the
categories are shown in Figures 5.3 through 5.5. The results for the clusters are shown in
Table 5.3s.

0283

21-23 DCws 31 DCws 32 DCws 33
Figure 5.3 — Intercategorizer and DynaCat-categorizer consistency for the
prevention-of-breast-cancer search resultslhe consistency in assigning documents to cate-
gories (any of 71 possible categories) across the three subjects (S1, S2, and S3) was moderate. The
agreement between DynaCat and each of the subjects was fair.

For the categories, the consistency across the subjects ranged from fair to moderate, as did
the consistency between DynaCat and the subjects. For the first query on prevention,
DynaCat was somewhat less consistent with subjects than they were with each other, but
this difference was small. Overall, DynaCat assigned documents to categories about as

consistently as the subjects did. Although the consistency scores may not seem high, other
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Figure 5.4 — Intercategorizer and DynaCat-categorizer consistency corresponding
to the query on the prognostic indicators for breast canceflhe consistency in assigning
documents to categories (any of 69 categories) between the two subjects (S1 and S2), and the con-
sistency between DynaCat and each of the two subjects wasfair.
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Figure 5.5 — Intercategorizer and DynaCat-categorizer consistency corresponding
to the query on diagnostic tests for breast canceThe consistency in assigning documents
to categories (any of 27 categories) across the four subjects (S1, S2, S3, and $4) was moderate.
The agreement between DynaCat and each of the subjects was fair to moderate.
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studies have found that people often disagree on the assignment of index terms to docu-
ments (Ellis, Furner-Hines, et a. 1994). Even when the subjects are professional indexers,
the consistency can be low. One study of MEDLINE indexers showed 33.8 percent agree-
ment for all MeSH heading and subheading combinations (Funk and Reid 1983).

For the clusters, | also calculated the consistency across subjects and the consistency

between the cluster tool and the subjects. The kappa scores were higher for the clusters

Table 5.3. Summary of consistency resultsfor the cluster tool.

Average kappa
Average kappa between cluster
Query type across subjects tool and subjects
Prevention 0.529 0.637
Prognostic indicators 0.383 0.463
Diagnostic tests 0.735 0.619

(fair to substantial), than they were for the categories (fair to moderate). However, the
probability of chance agreement for the clusters is substantially higher than that for the
categories. For example, when there are five clusters (the largest number in this study), the
probability of chance agreement is one-fifth (one divided by the number of clusters),
because subjects were limited to choosing exactly one cluster. In contrast, the number of
categories ranged from 27 to 71, and subjects were not limited to choosing only one cate-
gory. Both of these factors dramatically decrease the probability of chance agreement for

the categories.

| a'so compared the number of documents that the subjects assigned to the categories com-

pared to the number of documents that DynaCat assigned to the categories. Table 5.4



114 5.0 Evaluation of Technical Claim

shows the maximum and average number of documents assigned to a category by the sub-

jects and by DynaCat. The numbers are comparable.

Table 5.4. Comparison of the maximum and average number of documents
assigned to a category by the study subjects ver sus by DynaCat.

Subjects DynaCat
Query type Max Average M ax Average
Prevention 29 2.58 26 251
Prognostic 45 3.30 24 267
indicators
Diagnostic 16 3.26 14 2.30
tests

5.3.2.2 Accuracy

To determine each system’s categorization accuracy, | calculated precision and recall for
each of the subject’s categorizations compared against each of the other subject’s catego-
rizations, and for the system’s categorization compared against each of the subject’s cate-
gorizations. The average results for the categories are shown in Figure 5.6; the average
results for the clusters are shown in Figure 5.7. | included only one value for the subjects’
precision and recall because average precision is equal to average recall when every sub-
ject acts as the gold standard for one round of precision and recall calculations. This fact
becomes more obvious if you examine the contingency table (Table 5.2). The number of
false negatives when subject A's categorization is compared against subject B’s categori-
zation is the same as the number of false positives when subject B’s categorization is com-

pared against subject A's categorization.

For the prevention query, and the diagnostic tests query, DynaCat’s average precision and
recall were slightly lower than the subjects, but its scores were well within one standard
deviation of the subjects. Overall DynaCat’s accuracy is comparable to that of the sub-

jects. The cluster tool's accuracy also is comparable to that of the subjects.
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Figure 5.6 — Average precision and recall in comparisons of DynaCat to the test
subjects, and the subjects to each other.
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Figure 5.7 — Average precision and recall in comparisons of the cluster tool to the
test subjects, and the subjects to each other.
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5.3.2.3 Subjective Assessment

Six subjects completed the assessment of the desirable characteristics for the categories

and clusters. The average of their scores for each characteristic is shown in Table 5.5. The

three subjects for the first query, about prevention, did not assess the characteristics of the
categories and clusters because their answers may have been biased: They knew me, and

may have been able to determine which system was mine. For all three characteristics, the

mean score for the categories was greater than 3, and was greater than the mean score for

the clusters. These results provide evidence that DynaCat assigns meaningful labels to the
categories, creates categories that correspond to the search results, and creates groups that
correspond to the query. However, the difference between the categories’ scores and the
clusters’ scores was not statistically significant. To determine whether subjects think that
DynaCat performs these tasks significantly better than does the cluster tool, we would
have to run a study with more subjects.

Table 5.5. Average scores for the subjects’ assessment of the desirable
characteristics for categories and clustefs

Characteristic Categories score Clustersscore
Meaningful labels 3.67 3.33
Groups correspond to 383 350
search results
Groups correspond to 333 283
query

a. Subjects used a scale from 1 to 5, where 1 meant almost never and 5
meant almost always.

5.4 Summary

In this chapter, | presented the pilot study and the final study that | conducted to evaluate
DynaCat’s technical performance. In these studies, | demonstrated that categorization by
DynaCat was about as consistent with the physicians’ categorizations as the physicians’s

categorizations were with each other. In the subjective assessment of the categories and
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clusters, physicians rated the categories higher than the clusters in terms of how meaning-
ful the labels were, how well the categories corresponded to the query, and how well the
categories correspond to the documents in the search results, athough none of these dif-
ferences were statistically significant. In Chapter 6, | summarize the contributions of my
thesis research, the limitations of my current approach, and the possibilities for building

on thisresearch in the future.
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Chapter 6

Summary and Conclusions

In this chapter, | summarize dynamic categorization (Section 6.1), discuss the contribu-
tions of my research (Section 6.2), report on the limitations of my current approach (Sec-

tion 6.3), and present avenues for future work (Section 6.4).

6.1 A Knowledge-Based Approach to Organizing
Search Results

This dissertation offers a new, knowledge-based method for dynamically categorizing
search results. | presented, DynaCat, a system that implements this approach for the
domain of medicine. DynaCat uses knowledge of the user’s query and a model of the
domain terminology to generate query-sensitive summaries of the kinds of information

found in the search results.

| explained how DynaCat provides information about (1) what kinds of information are
represented in (or are absent from) the search results, by creating document categories

with meaningful labels and by hierarchically organizing the document categories; (2) how

119
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the documents relate to the query, by making the categorization dependent on the type of
query; and (3) how the documents relate to one another, by grouping ones that cover the

same topic into the same category.

The technical evaluation demonstrated that the categorization generated by DynaCat was
about as consistent with the physicians' categorizations as the physicians's categorizations
were with each other. These results suggest that DynaCat creates reasonable document

categories and assigns documents to categories appropriately.

The usefulness eval uation showed that users could find more answers in a fixed amount of
time, and were more satisfied with their search experience when they used DynaCat than
when they used either the cluster tool or the ranking tool. Users indicated that DynaCat
provided an organization of search results that was clear, easy to use, accurate, precise,
and helpful. They thought that DynaCat helped them to find answers easily and quickly,

and to learn about the information related to their query.

Because the studiesinvolved a small number of queriesin one domain, more evaluation is
needed to justify broader claims. Nevertheless, these initial results suggest that, by using
knowledge about users’ queries, and the kinds of organizations that are useful for those

queries, DynaCat can provide users with satisfactory search experiences.

6.2 Contributions

The primary contribution of my work isto the interdisciplinary field of medical informat-
ics. My work expands on ideas from the contributing fields of information access, and
knowledge-based systems, to create a useful tool for the domain of medicine. | elaborate
on these contributions in Sections 6.2.1 through 6.2.3.
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6.2.1 Information Access

The main contribution of my research isin creating a new approach to organizing search
results that helps users who have general queries to gain a high-level understanding of
their search results and to identify quickly answers to their queries. This approach orga-

nizes documents into a hierarchy of categories, and automatically

¢ Assigns meaningful labels to the categories
* Places documentsin all appropriate categories

* Creates categories that correspond to the content of the documents in the search

results

¢ Creates categories that correspond to the user’s query

No previous approach to organizing documents (either relevance ranking or clustering)
provides all these abilities. My approach provides these capabilities because it is based on
a representation of the documents that is semantically richer than the typical vector-space

representation.

My usefulness evaluation also provided insight into what users liked and disliked about
the three different approaches to organizing search results. For example, when they
assessed the cluster tools users rated the clarity of the cluster labels and the labels’ corre-
spondence to the search results as poor. As another example, when users assessed the
ranking tool, they complained that they did not understand how the ranking was done.
This information could be used by cluster, and ranking system developers to create tools

that provide a more satisfying and useful search experience.

6.2.2 Knowledge-Based Systems

Much of the research in information access emphasizes statistical techniques, rather than
knowledge-based approaches. Two reasons for the prevalence of statistical techniques are
the amount of work required to construct and maintain the necessary models for knowl-

edge-based approaches, and the lack of evidence that such approaches perform better than
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the statistical approaches. In this dissertation, | described a knowledge-based approach
that builds on existing domain models, thus reducing the creation and maintenance effort.
| also demonstrated that this approach provides a more useful environment for exploring
search results than either of the common statistical approaches, relevance ranking and
clustering. One of my goals is that my results encourage other researchers to pursue

knowledge-based approaches to information access.

6.2.3 Medicine

| undertook this research because | want to improve the ability of patients and medical
professionals to access the vast quantity of medical information. Even when you consider
only the primary medical literature, the amount of information can be overwhelming.
MEDLINE aone contains more than 8.6 million bibliographic citations and author
abstracts from over 3800 current biomedical journals and adds 31,000 new citations each
month. My evaluation clearly indicated that DynaCat provides one way to help people

understand their search results and thus to find answers to their questions quickly.

6.3 Limitations

In this section, | present the limitations of my research in the scope of the query model
used (Section 6.3.1), and in the effort required to create the domain models (Section
6.3.2).

6.3.1 Scope of Query Model

DynaCat categorizes search results from only those queries that map to one of the query
types in the query model. My current query model is not an exhaustive model of medical
gueries. My goal was to create a proof of concept that the dynamic categorization method
can be applied to a variety of query types, rather than to demonstrate the comprehensive-

ness of the model. Future work could explore extensive modeling of medical queries.
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Another option is to allow users to categorize their search results using any of the pre-
defined category types when the query model does not cover their query. Without query
information, the system may not be able to generate a categorization with the same quality
as it could with the query information, but the categorization could still be more useful

than the alternative organizations, such as relevance ranking.

6.3.2 Domain-Modeling Effort

Dynamic categorization is a knowledge-based approach to organizing search results; thus,
it requires that the system developer create the appropriate models. Dynamic categoriza-
tion requires two types of domain models. a terminology model and a query model. The
construction, use, and maintenance of these domain models can be time consuming and
difficult for system designers. To reduce the modeling burden, | used an existing domain
model from the National Library of Medicine as the terminology model. In Section
3.2.2.1, | describe several other terminology models that could be adapted for use in
dynamic categorization for other domains, however, even if a system designer uses exist-
ing terminology models, she must learn about that terminology model, and must make
connections to the query model. She must also construct a query model for the domain of
interest. However, | justify this extra demand by demonstrating that systems can use my
knowledge-based approach to generate organizations of search results that are more useful
than those we can obtain using domain-independent, statistical approaches, such as clus-

tering and relevance ranking.

6.4 FutureWork

My research on dynamic categorization provides the basis for a series of research projects
on knowledge-based techniques for improving access to medical information. In Sections

6.4.1 through 6.4.3, | discuss several such projects.
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6.4.1 Interactive Categorization Environment

In my current approach to categorization, the system infers which types of categories are

of interest based on the user’s query and categorizes the documents into only those types
of categories. However, users may want to categorize the documents along other dimmen-
sions. An alternative approach would be to provide an environment for helping the user
choose which types of categories are appropriate for their needs, the matching documents,
and the query. Such an interactive categorization environment would allow the users to
select subsets of individual documents or categories of documents, and recategorize them

in different ways, such as according to study quality or subject characteristics.

6.4.2 Information Filtering

Dynamic categorization could be adapted to information-filtering tasks, where a long-
standing query is specified and matched against newly published information. The first
step in the filtering process could proceed as usual where the system selects documents
that match the user’s standing query. As in dynamic categorization, the system then could
identify the domain-specific terms and their semantic types that are present in the filtered
documents. Using this enhanced representation of the documents, the system could rec-
ommend various categorization options based on the filtered documents and the user’s

standing query.

Such a tool could be particularly useful as a maintenance tool for web sites of frequently
asked questions (FAQs). An example is the National Cancer Institute’s CancerNet web
site, which has FAQs that provide summaries of, and pointers to related articles in the
medical literature (NCI 1998).

6.4.3 Categorization of Informal Medical | nformation

Currently, DynaCat categorizes only medical journal articles, but the general methodol-
ogy also should be applicable to informal medical information such as that found on web

pages. With the web’s current unannotated state, the keyword-pruning categorizer
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approach could not work, because few web pages contain keywords that represent the

page’s content. However, researchers have proposed several options such as XML, RDF,
and MDEF that would make it easier for web developers to provide structured, semantic

information about their web pages. If any of those approaches dominate the web, | could
modify DynaCat to take advantage of this semantic information, similar to the way it uses

keywords now.

A second option would be to use the information-extraction categorizer on web pages or
other unannotated information sources. Currently, this method is not scalable because it
requires many extraction templates for each possible question, and it is too time consum-
ing to create the necessary extraction templates manually. However, | may be able to
extend the current research in semi-automatic generation of extraction templates (Riloff
1993; Riloff 1996a; Riloff 1996b). The current approaches generate extraction templates
based on many examples for a specific query, but DynaCat needs extraction templates for
guery types, rather than individual queries. If | can extend the current approaches to gener-
ate extraction templates for abstract query types, the information-extraction categorizer

could become a reasonable option.

6.5 Concluding Remarks

The amount of medical literature continues to grow as the content becomes increasingly
specialized. At the same time, many patients and their families are becoming proactive in
searching the medical literature for information regarding their medical problems. Medi-
cal journal articles can be intimidating for lay people to read; thus they need tools to help
them to sift through and to understand the information that they seek. | have described an
approach to organizing medical search results and have proved that my approach is help-
ful; my research should lead to tools that will help lay people—both patients and their
families—to explore the medical literature, to become informed about health-care topics,

and to play an active role in the decisions about their own medical care.



126 6.0 Summary and Conclusions

Health-care workers also need tools to help them cope with the vast quantities of medical
information that they must access to care for their patients, and to further medical
research. Although my system was evaluated with only patients as users, it could be used
by health-care workers as well. The questions that health-care workers ask may be more
specific or more varied, but the terminology used and categorization process would
remain the same. If tools based on my research were available to health-care workers, they
might be able to find the needed information fast enough during a patient visit, when that

information is most useful.

With the explosion of information available to consumers on the web, the genera public
faces similar overload problems for many types of information. As | argued in Section
3.3.1.1, my general approach to knowledge-based organization could be extended to other
domains. Such research could result in new tools that would help all users to explore

quickly and effectively the information space related to their individualized needs.
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User-Satisfaction
Questionnaire

Using the scale below, please answer questions 1-10:
Scale:
1 = Almost never

2 = Some of the time
3 = Almost half of thetime
4 = Most of thetime
5 = Almost always
1) Isthe organization of the information clear?
2) Does the system provide the precise information you need?
3) Isthe system accurate in assigning documents to categories?
4) Isthe system user-friendly?
5) Does the organization of the information content meet your needs?
6) Does the system provide sufficient information?

7) Do you think the information is presented in a useful format?

8) Isthe system easy to use?
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9) Doesthe system provide an organization of the information that seemsto be just
about exactly what you need?

10)

Areyou satisfied with how well the system assigns documents to categories?

Using the scale below, please answer questions 11-14:
Scale:

11)
12)
13)

14)

1 = Strongly disagree

2 = Disagree

3 =Uncertain

4 = Agree

5 = Strongly agree

The organization of the search results makes it easy to find information.

The organization of the search results makesiit easy to find information quickly.
The amount of information provided in the search results was overwhelming.

The organization of the search results made it easy to learn about information

related to the query.

Please answer theremaining questionsin your own words:

15)
16)
17)
18)
19)
20)
21)
22)
23)

24)

Does the organization of the documents make sense?

How do you think the organization could be improved?

Do you find the organization useful ?

If s, in what way?

Do the labels that describe each group of documents make sense?

What do you like about the organization of the documents returned?
What do you not like about the organization of the documents returned?
Were you frustrated when you used the system?

If so, why?

Would you use the system again when you want to search for medical information?



129

25) Why or why not?

26) Did the grouping of the documents help you perform your tasks?
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Appendix B

Frequently Asked Questions
About Breast Cancer

Prevention
1. | have a mother (and/or sister) who has been diagnosed with breast cancer. Should |

have a double mastectomy to prevent myself from also getting breast cancer?

2. Almost al the women in my family, on both sides, have had breast cancer. Should |

have a double mastectomy to prevent myself from also getting breast cancer?
3. *I have no family history of breast cancer, so why should | worry?
4. How can | prevent breast cancer with diet and vitamins?

5. Now that | have breast cancer, I’'m worried about my daughter. How can she prevent

breast cancer in her own body?

6. If | have children while | am still young (under 35), can | prevent breast cancer?

7. "l did everything right. Why did | get breast cancer?' ("Everything right" means
low-fat diet, exercise, children under 35, organic foods, no drinking or smoking,
etc.).

8. Did (emotional) stress cause my cancer?
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9. Is cancer contagious? Can | catch it from someone or can someone catch it from
me?

Screening and Detection

10.*What are the screening guidelines?

11.1 amin my 30s (405/50s). Should | be getting mammograms? How often?

12.1 have alump. What type of biopsy would be the most accurate for me?

13.Some calcifications showed up on my mammogram. What type of biopsy would be

the most accurate for me?

14.1 have apainful lumpin my breast. My friendstell methat it can't be cancer because

cancer never hurts. Isthistrue? Should | have it checked by adoctor?

15.*1 have found a lump in my breast. My physician also recognizes it as suspicious
but recommends that | wait for six months and watch it. I'm very scared. What

should | do?
16.*What is the doctor looking for when she/he says to "watch and wait"?

17.1 amin my 20s (305/40s) and have alump. My doctor tells me that | am too young
to have cancer and that it is probably just a cyst. He does not want to do anything

about it, but | am still worried. What should | do? Could | have breast cancer?

18.1 have been diagnosed with breast cancer at a somewhat (or very) advanced stage. |
have been having regular check-ups for many years. Why didn't this ever show up

in my physical exams or on my mammograms?

19.*1 know that there are three parts to early detection, breast self exam, clinical exam
and mammograms. If | can't find alump and my doctor can't find alump, am | cer-
tain to be safe? (Another version of this question is, if | find a lump, but it doesn't

show up on the mammogram and my doctor doesn't fedl it, am | safe?)

20.*Why does the mammographer take two pictures of each breast? (Or, my physician
only takes one photo of each breast, but my friends get two pictures of each breast
taken. Why?)
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21.*Isit true that | should remove all deodorant and bath powder before going in for a
mammogram? Why?
22.*What is the radiation dosage for a mammogram? How does this compare to other

procedures or activities? Can't the mammogram itself cause cancer?

23.*If my mammograms are not easy to read, are there any other screening procedures

| can try?
24.* Does prior breast surgery or implants affect the reading of the mammograms?

25.*Why does it ahve to hurt so much when | have a mammogram? Is there away to
lessen the pain?

Diagnosis & Prognosis

26.What are the different types of biopsies?

27.1 have calcifications. What would be the most accurate type of biopsy for me?
28.1 have alump. What would be the most accurate type of biopsy for me?
29.Does having a biopsy raise awoman’s chance of getting breast cancer?

30.1f I have a biopsy and later want to breast feed, will | be ableto ?

31.Where can | find the best doctors for my treatment?

32.*| have had afine needle aspiration that indicates that | have cancer. My physician
is recommending that | go in for surgery and an excisiona biopsy al during the
same procedure. He says that he can use the "frozen sections' to determine how far
the cancer has spread and decide whether to do a mastectomy or a lumpectomy
while | am on the operating table. This soundslike agood ideato me because | save
myself from a second surgery. Isthisagood plan?

33.*Should | get a second opinion? How should | choose that physician?

34.*What is atumor board?

35.*How long does the biopsy take? Will | have to stay overnight in the hospital?

36.*What isaneedlelocalization? Doesit hurt?

37.*When will | find out what the results are? Who will tell me?
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38.*Will | have ahuge scar? Where will the scar be?
39.*When will | be able to return to work or continue my normal routines?

40.*If the results are positive, do | need to hae surgery and other treatments immedi-

ately? How long can | take to decide what to do?
41.How long after the surgery should | begin chemotherapy?
Surgery

42.*How do | choose a surgeon?

43.* Should | have a mastectomy or alumpectomy?

44.*\What are the side effects, risks and possible complications of each surgery?
45.Can | have arecurrenceif | have a mastectomy?

46.(Mastectomy is often referred to as masectomy and recurrence is often called re-

occurence.)

47.*How does a recurrence affect my survival?

48.*What is the differnece between long-term and short-term survival?

49.How big will the scar be? Where will it be? How long will it take to heal?

50.Will the scar tissue from a lumpectomy or a biopsy interfere with follow-up mam-
mograms?

51.Do | haveto haveradiation if | have alumpectomy?

52.Do | have to haveradiation if | have a mastectomy?

53.*Since my doctor does not feel any enlarged lymph nodes under my arm, why is

she/he recommending that | have some of my lymph nodes removed?

54.1f the doctor removes my lymph nodes, will he have a better chance of getting all the

cancer out?

55.How many lymph nodes do | have? How many have to be removed? Why not

remove them all?
56.Does everyone need to have their lymph nodes removed? Do |?

57.Why can't | keep the nipple when my breast is removed?
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58.Prior to surgery, patients often want precise descriptions of what will happen in sur-
gery and also want to see pictures of expected results. They also often want to talk
to other people who have had specific types of treatment to know what to expect
both during and after surgery and how to deal with side effects and consequences of
surgery.

59.* Should | have local or general anesthesia?

The Pathology Report

60.1 have had a biopsy and now see al these strange words on the pathology report?
What do they mean? (There is along list of words that have no meaning to the
newly diagnosed patient. Patients need to know not only the definitions of the
words, but the implications of the words and phrases and what the different combi-

nations of prognostic indicators mean.)

61.1 thought there was only one type of breast cancer. Now | seethat | have a specific
type of breast cancer and that there are other types of breast cancer. How does my

type of breast cancer fit into the overall picture?
62.What type of breast cancer do | have?
63.How long will I live?
64.What if | do nothing?
65.* Can the pathologist tell how fast the cancer is growing?
66.* How can the pathologist know whether or not all the cancer has been removed?

67.*What is the difference between infiltrating and invasive? Invasive and in-situ?
(All these terms are often confusing. Patient needs to know that there is a difference

between invasive and in-situ disease and that there are degrees of invasion).

68.*What are estrogen and progesterone receptors and what do the numbers on my

pathology report mean to me in terms of treatment?
69.*Why does my menopausal status affect my treatment options?

70.*Am | less likely to have recurrence if | have my surgery done in the latter half of

my menstrual cycle?
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Reconstruction

71.Should | have immediate reconstruction or delayed reconstruction?
72.Can | have mammograms after having atram flap?

73.Can | have mammograms after having an implant?

74.Can the cancer recur in the tram flap tissue?

75.Can the cancer recur beneath my implant?

76.Again, patients want precise descriptions of the procedures and techniques and want

to see photographs.
77.What does a reconstructed breast feel like? (To me, not my husband or doctor).

78What if | gain or lose weight after reconstruction? Will my reconstructed breast
(implant/tram flap) no longer match the opposite breast?

79.*What is the difference between a saline and a silicon implant?
80.* Is there a danger of the implant causing auto-immune disease?
81.*What is the difference between a tissue flap and an implant?
82.*What are the risks of infection, leakage or rupture of an implant?
83.*Will | have perfect symmetry after reconstruction?

Radiation

84.Will radiation increase my risk of getting cancer elsewhere?
85.*Will radiation damage my heart, bones, lungs, reproductive system?
86.A question not often asked, but that should be asked:

87.1f | have radiation now, and have a recurrence later, will they be able to irradiate for

that tumor also?
88.Will | have radiation burns?

89.*Will the effects of the radiation treatment make future mammograms more difficult
to read?

90.How do | care for my skin during my radiation treatments?

91.Why do | get weekends off from my radiation treatments?
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92.Why can't we just do it all at once?
93.What is a boost?

94.Should | have my lymph nodes irradiated?
95.Can | exercise during treatment?

96.*Now that | have had my radiation treatment, my breast feels more dense and rub-
bery. Will this go away?

Chemother apy

97.How long after the surgery should | begin chemotherapy?

98.*What should | do to prepare for chemotherapy? (go to the dentist, etc.)
QA.Will I losemy hair? Will | loseit al at once? Will it grow back in gray?
100.Does chemotherapy cause heart damage?

101.Will chemotherapy put me into menopause?

102.Does chemotherapy cause other types of cancer?

103.Will | be sick? (or, during treatment why do | feel so sick and fatigued?)
104.Will | be hospitalized during treatment?

105.Will I be able to work while undergoing chemotherapy?

106.How should | deal with nutrition while I am undergoing treatment?
107.How can | boost my immune system while undergoing treatment?
108.What are the signs of infection that | should watch for during chemotherapy?
109.Will a bone marrow transplant increase my odds of survival?

110.Is CMF or CAF more effective?

111.Can | have chemotherapy and radiation at the same time, or do | first have one and

then the other?
112.Why do some people have chemotherapy and radiation before surgery?

113.Can | exercise during treatment?
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114.*How long will each chemotherapy session take, how often will | be treated, and

how long will | continue to have chemotherapy treatments?
115.*1f | have to skip or postpone a session, will the therapy not be as effective?
116.*If | have arecurrence, will |1 have chemotherapy again? The same type?

117.Should | begin my tamoxifen before | start radiation, or should | wait until | have
completed radiation?

118.Does tamoxifen cause menopause?
119.How long can | continue taking tamoxifen?

120.* Should | take my two tamoxifen pills a the same time, or should | take onein the

morning and one in the evening?

121.* Tamoxifen has caused severe hot flashes for me. How can | reduce the discom-

fort?
122 *Will tamoxifen make me infertile?
123.What are the side effects of tamoxifen?

124.I'm taking tamoxifen and feel depressed. | think the tamoxifen is causing my
depression. My doctor says| am naturally depressed because | have been diagnosed
with cancer and that the tamoxifen has nothing to do with it. Is heright?

125.Can | take tamoxifen if | am estrogen receptor negative?

126.1s tamoxifen effective on pre-menopausa women?

127.1've been taking tamoxifen for severa years and now am having vision problems.
What doctor should | talk to about this? Could it be the tamoxifen, or am | just get-
ting old?

128.1s there really such a thing as "chemo-brain"? (Fuzzy thinking, forgetfulness

caused by chemotherapy). How long does it take to go away?

129.How can there be such a thing as "chemo-brain” if the chemotherapy does not

cross the blood/brain barrier?
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130.If | was pre-menopausal before undergoing chemotherapy and therefore ineligible
to take tamoxifen, and | am now post-menopausa after having undergone chemo-

therapy, am | now eligible to take tamoxifen as a preventative of recurrence?

131.Can | have an oophorectomy instead of having chemotherapy?
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Appendix C

Tutorial for Category Tool

| ntroduction

The category tool triesto group documentsinto categories that answer the question used to
find the documents. To find a document about a particular topic, look for a category that
matches that topic or amore general topic. The categories are arranged in a hierarchy such
that the more specific categories appear indented under the more general category. Each
document may appear in multiple categories, and specific categories may be listed under
multiple general categories.

Summary of Screens
* Top part of computer screen:
- shows the question asked

- shows the number of documents (or references) returned from a search of cancer

articles

¢ Left part of computer screen:
- shows the top two levels of document categories (more specific categories are

shown indented under their more general category)
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shows in parentheses the number of documents or references that belong to each

category

allows you to click on the underlined number of references for a category, which
brings that category and the titles of its documents to the top of the right part of

the screen

Right part of screen can show one of two things:
ahierarchical list of categories with the list of the titles that belong to a category

shown below it (titles and categories may appear more than once in this section)

a document, including itstitle , identification number, author, journal, keywords,
and abstract

Changing What is Displayed

Scroll up and down either the left or the right screen (if it has a scroll bar at its
rightmost edge) by clicking on the arrowsin the scroll bar or by clicking above or

below the highlight section in the scroll bar.

Display acategory, its subcategories, and corresponding document titles by click-
ing on the number of references underlined in the left screen. It will appear at the

top of the right screen.

Display the title, identification number, author, journal, keywords, and abstract
for a document by clicking on its underlined title in the right screen. It will
appear in the right screen.

Bring back the entire list of categories and documents within that category by
clicking on the underlined number of references in parentheses after the category

name on the left screen. 1t will appear at the top in the right screen.

Try Using the Tool

Bring the group of documents that are in the diet category to the top of the right

screen.
Display the abstract of a document in the diet category.

Bring the group of documents that are about population characteristics to the top

of the right part of the screen.
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e Scroll to the bottom of the right screen to find the title of the document that

appearslast in thelist.

¢ Find the identification number of a document that discusses oral contraceptives

asarisk factor.
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Appendix D

Tutorial for Cluster Tool

| ntroduction

The cluster tool tries to group documents that discuss similar topics into clusters. Each
cluster islabeled by words that are the most representative of that cluster of documents. To
find adocument about a particular topic, look for acluster label that matches the topic, part

of the topic, or amore general topic. Each document will appear in only one cluster.

Summary of Screens
* Top part of computer screen:
- shows the question asked

- shows the number of documents (or references) returned from a search of cancer

articles

¢ Left part of computer screen:
- shows each document cluster with the words that describe that cluster appearing

below the cluster number

- shows in parentheses the number of documents or references that belong to each

cluster
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allows you to click on the underlined number of references for a cluster, which
brings that cluster and the titles of its documents to the top of the right part of the

screen

Right part of screen can show one of two things:
alist of clusters with the list of the titles that belong to a cluster shown below it

a document, including its title, identification number, author, journal, keywords,
and abstract

Changing What is Displayed

Scroll up and down either the left or the right screen (if it has a scroll bar at its
rightmost edge) by clicking on the arrows in the scroll bar or by clicking above or

below the highlight section in the scroll bar.

Display a cluster and its corresponding documents by clicking on the number of
references or documents that is underlined in parentheses on the left screen. It

will appear at the top of the right screen.

Display the title, identification number, author, journal, keywords, and abstract
for a document by clicking on its underlined title in the right screen. It will
appear in the right screen.

Bring back the entire list of clusters and documents within that cluster by clicking

on the underlined number of referencesin parentheses after the category name on

the left screen. It will appear at the top in the right screen.

Try Using the Tool

Bring the group of documents that are in the cluster described by the words epi-

demiology and years to the top of the right screen.

Display the abstract of any document in the cluster described by the words pre-
vention and years.
Bring the group of documents that are about surgery to the top of the right part of

the screen.

Scroll to the bottom of the right screen to find the title of the document that
appearslast inthe list.
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* Find the identification number of a document that discusses family history as a

risk factor.
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Appendix E

Tutorial for Ranking Tool

| ntroduction

The ranking tool tries to rank documents according to how relevant they are to the ques-
tion. They are ranked from most relevant (the first document) to least relevant (the last

document).

Summary of Screens
¢ Top part of computer screen:
- shows the question asked

- shows the number of documents (or references) returned from a search of cancer

articles

¢ Left part of computer screen:

- shows the groups of ranked documents, in groups of ten

- alows you to click on the underlined ranking of the group which brings that

group to the top of the right part of the screen

* Right part of screen can show one of two things:
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- thelist of the titles of all documents (or references) that were returned from the

search

- adocument, including its title, identification number, author, journal, keywords,

and abstract

Changing What is Displayed

¢ Scroll up and down either the left or the right screen (if it has a scroll bar at its

rightmost edge) by clicking on the arrowsin the scroll bar or by clicking above or

below the highlight section in the scroll bar.

Display a group of ranked documents by clicking on the range of ranked docu-

ments underlined in the left screen. It will appear at the top of the right screen.

Display the title, identification number, author, journal, keywords, and abstract
for a document by clicking on its underlined title in the right screen. It will
appear in the right screen.

Bring back the entire list of ranked documents with a range of documents by

clicking on the underlined range of documents on the left screen. It will appear at

the top in the right screen.

Try Using the Tool

* Bring the group of documents that are ranked 31-40 to the top of the right part of

the screen
Display the abstract of the document ranked 27.
Bring the group of documents that are ranked 21-30 to the top of the right part of

the screen
Find thetitle of the document that is ranked last in the entire list.

Find the identification number of a document that discusses obesity as arisk fac-

tor.



Appendix F

Timed Tasks for Each Query

Query: "What arethe waysto prevent breast cancer?

1) In the next four minutes, list as many methods for preventing cancer as you can. They

must be discussed in these documents but you must not have listed them originally:

2) Can hormone therapy be used in breast cancer prevention? Write down the answer given

in one of the documents, and write down that document’s identification number:

3) Can diet be used in the prevention of breast cancer? Write down the answer given in one

of the documents, and write down that document’s identification number:
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Query: "What arethe prognostic factorsfor breast cancer ?"

1) In the next four minutes, list as many factors that influence breast cancer prognosis as
you can. They must be discussed in these documents but you must not have listed them

originaly:

2) Does the extent of lymphatic invasion influence prognosis? Write down the answer

given in one of the documents, and write down that document’s identification number.

3) Can someone have a recurrence after she has had a mastectomy? Write down the
answer given in one of the documents, and write down that document’s identification

number.

"What arethetreatmentsfor breast cancer ?"

1) In the next four minutes, list as many treatments for breast cancer as you can. They

must be discussed in these documents but you must not have listed them originally:

2) For patients with stage | or stage Il breast cancer, is a mastectomy or lumpectomy rec-
ommended? Write down the answer given in one of the documents, and write down that

document’s identification number.

3) Should someone have radiation therapy after a lumpectomy? Write down the answer

given in one of the documents, and write down that document’s identification number.



Appendix G

|nstructions for Organizing
Documents

| nstructions

1) Read through the Categories provided. They are organized into a hierarchy where more
specific categories are indented under the more general categories. You will be using only
the categories that are prefaced by an A and number in parentheses. The more general cat-
egories are only there to make it easier for you to find the more specific categories. Note
that some of the specific categories appear under more than one general category. They al

have the same number associated with them, so you only need to assign it once.

2) Read through the Clusters provided. Each cluster (Cl-C5)l is described by the com-
monly occurring words from that cluster. The vertical bars separate the words to indicate

that each word should be considered individually, not part of a phrase.

3) For each citation provided:

1. The number of clusters provided on the instructions varied from 3 to 5, corresponding to the
query that was used.
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* Read the title and abstract, carefully thinking about how the citation answersthe original
query: "What are the prognostic indicators for breast cancer?".

* Assign and write on the citation as many categories (Al-A69)l as appropriate that both
describe that citation and answer the query. If you do not think the document is relevant to
answering the query, write NR on the citation and do not write any other category from
the A group. If you think an additional category is necessary for describing the citation,
write OC on the citation and provide the category label that you think is appropriate. You
may assign the category OC in addition to other categories. Make sure you only assign

categories that make sense for answering the query.

* Assign the one cluster (C1-C5) that most closely matches that citation. Assign a cluster
even if you have entered NR for the category. The categories and the clusters are two dif-
ferent ways of grouping the citations. There is no relationship between the clusters (C1-
C5) and the categories (A1-A69).

4) When you have finished assigning categories and clusters to all of the citations, please

answer the questions provided on the back of thisform:

Using the scale below, please answer the following questions:

1 = Almost never

2 = Some of thetime

3 = Almost half of thetime
4 = Most of thetime

5 = Almost always

For the Categories: (A1-A69):
1) The labels on the categories are meaningful.

1 2 3 45

1. The number of categoriesin the instructions varied from 27 to 71, corresponding to the query
that was used.
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2) The categories correspond to groups of documents that are appropriate for the citations
provided.

1 2 3 45

3) The categories correspond to groups of documents that are appropriate for the origina

query, "What are the prognostic indicators for breast cancer?'!

1 2 3 45

For the Clusters: (C1-C5):
4) The labels on the clusters are meaningful.
1 2 3 45

5) The clusters correspond to groups of documents that are appropriate for the citations

provided.
1 2 3 45

6) The clusters correspond to groups of documents that are appropriate for the origina

guery, "What are the prognostic indicators for breast cancer?”

1 2 3 45

1. The query in the instructions corresponded to one of the three to which that the subject was
assigned.



156




Appendix H

View of Categoriesin
Evaluation of Technical Clam

Categories corresponding to query:
"What arethe diagnostic testsfor breast cancer ?"
¢ Chemicals and Drugs
- (A1) Antigens, Tumor-Associated, Carbohydrate
- (A2) Protein p53
- (A3) Receptors, Epidermal Growth Factor-Urogastrone
- (A4) Receptors, Estrogen
- (A5) Receptors, Progesterone
- (A6) Tumor Markers, Biological
¢ Diagnosis
- Diagnostic Errors
* (A7) False Negative Reactions
* (AB) False Positive Reactions
- Diagnostic Techniques and Procedures
* (A9) Diagnostic Imaging

* (A10) Magnetic Resonance Imaging
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* (Al1l1l) Mammography
* (A12) Radiographic Image Enhancement
* (A13) Spectroscopy, Near-Infrared
* (A14) Subtraction Technique
* (A15) Tomography
» (A16) Ultrasonography, Mammary
» Diagnostic Techniques, Surgical
* (Al7) Biopsy
* (A18) Biopsy, Needle
* (A19) Mass Screening
* (A20) Medical History Taking
* (A21) Neoplasm Staging
* (A22) Physical Examination
* (A23) Breast Self-Examination
* (A24) Palpation
- Laboratory Techniques and Procedures
* (Al17) Biopsy
» (A18) Biopsy, Needle
* Investigative Techniques
- (A25) Flow Cytometry
- (A26) Immunohistochemistry
- (A19) Mass Screening
- (A13) Spectroscopy, Near-Infrared
- (A27) Spectrum Analysis, Raman
* (NR) Not Relevant to the query

¢ (OC) Other Category -- Please specify a category name



Appendix |

View of Clustersin Evaluation
of Technical Claim

Clusterscorresponding to query:
"What arethe diagnostic testsfor breast cancer?"

(C1) cancer | women | screening | age | patients | clinical | years | positive | mam-
mography | factors | survival | results

(C2) carcinoma | pathology | surgery | imaging | disease | cancer | patients | biopsy
| diagnostic | surgical | situ | refs
(C3) imaging | lesions | contrast | mri | images | biopsy | mammography | methods

| needle | enhanced | benign | results
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